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ABSTRACT
Knowledge graphs (KGs) play a crucial role in the integration and
organization of heterogeneous data and knowledge, enabling ad-
vanced data analytics and decision-making across various indus-
tries. This vision paper addresses critical challenges in managing
KGs, emphasizing their relevance in integrating information from
disparate sources. We propose the concept of knowledge graph
ecosystems and life cycles to systematically manage tasks, e.g., data
integration, standardization, continuous updates, efficient querying,
and provenance tracking. By adopting our approach, organizations
can enhance the accuracy, consistency, and reliability of KGs, thus
improving knowledge management, enabling the extraction of valu-
able insights, and ensuring transparency and accountability.
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1 INTRODUCTION
Nowadays, sharing of high-quality data within data ecosystems is
essential to fostering collaboration, efficiency, innovation, and com-
petitiveness among ecosystem stakeholders [39]. However, data
ecosystems, e.g., in healthcare and biomedical research, are highly
complex, involving a wide range of stakeholders and critical infor-
mation is often dispersed across multiple, disparate sources. This
fragmentation complicates access to the data necessary for gen-
erating insights and enabling advanced applications [10]. In such
ecosystems, data is inherently heterogeneous, multi-modal, volumi-
nous, and sensitive, presenting challenges related to interoperability
and reusability. Additionally, the knowledge needed to describe and
contextualize this data is often fragmented, potentially ambiguous,
and distributed across extensive ontologies and taxonomies, which
often lack mappings between them. A substantial amount of knowl-
edge often remains implicit, captured only in individual expertise
and not documented [34]. Therefore, the challenge of harnessing
distributed data and knowledge is significant, complex, and extends
well beyond the healthcare domain [1].
Knowledge graphs (KGs) provide a robust solution by integrating
data from disparate sources into a cohesive data structure providing
unified knowledge and data. This integration enables comprehen-
sive insights across data ecosystems. Many articles [27, 42, 47] and
books [19, 32] have focused on KGs, providing different definitions.
However, a single, universally accepted definition for KGs still does
not exist. This paper considers a KG as “a graph of data intended
to accumulate and convey knowledge about the real world, whose
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nodes represent entities of interest and whose edges represent re-
lationships between these entities.” [27]. However, building and
maintaining an effective KG is non-trivial. Considering its com-
plete ecosystem, including data sources, ontologies, and constraints
requires well-developed approaches to support the entire KG life
cycle within an organization or domain. For KGs to remain accurate,
comprehensive, and up-to-date, defining and implementing mature
technical and organizational processes is decisive.

1.1 Requirements Analysis
The challenges outlined in the introduction are prototypical for
applications and data ecosystems. To identify requirements for
a general KG life cycle representation, we have gathered experi-
ences from a multitude of projects, specifically in the healthcare
domain [12, 17, 20, 22, 46, 53], and also in other domains, such
as manufacturing [43], and from a seminar with leading interna-
tional researchers in the field [14]. In the following, we delineate
the requirements along a concrete representative healthcare exam-
ple. The example describes an application of a federated analysis
supporting the diagnosis of leukodystrophy [59]–a rare genetic dis-
order causing movement and sensory perception disturbances. This
application analyzes data from three healthcare organizations using
distributed analysis frameworks. The application is not limited to a
specific disease but could be applied to any other illness. The frame-
works are based on the idea of trains (program code for analysis)
which visit stations (the health organizations), querying and analyz-
ing the local data without transferring data outside an organization.
In this scenario, elicited requirements are the following:
• Facilitate Collaboration While Preserving Privacy. Enable

organizations to securely collaborate on data analysis without
transferring sensitive patient information. This approach ensures
compliance with privacy regulations and data sovereignty.

• Achieve Interoperability and Unified Knowledge. Ensure
systems can consistently interpret diverse data formats using
shared vocabularies while maintaining up-to-date knowledge
that reflects evolving clinical guidelines, records, and research.

• Ensure Transparent, Accountable, and High-Quality Data
Use. Track all data usage, updates, and analysis processes for
trust, reproducibility, and compliance while guaranteeing data
and metadata accuracy, completeness, and reliability.

• Support Tailored and Efficient Actor Interactions. Provide
role-specific tools andworkflows for different stakeholders (hence-
forth referred to as actors), such as clinicians, data scientists, and
administrators, enabling efficient and actionable insights to sup-
port real-time decision-making in critical scenarios.

• Discover Patterns Across Cross-Organization Data. Enable
advanced reasoning to uncover hidden patterns and relationships
across distributed datasets, such as correlations between genetic
markers, symptoms, and patient treatment outcomes.
Satisfying these requirements poses significant challenges, in-

cluding maintaining data integrity, traceability, and accessibility
over time [22]. These challenges emphasize the necessity for well-
defined life cycles and structured frameworks [5]. Such an approach
will enable organizations to effectively manage and maintain the
quality and reliability of their KGs by formalizing these concepts
and implementing clear processes for data integration, KG updates,

adherence to standards, efficient querying, and provenance track-
ing. Additionally, this formalization facilitates the identification of
diverse user needs, supporting varied interactions and decision-
making workflows. Such a structured approach enhances knowl-
edge graphs’ robustness, adaptability, and transparency, while max-
imizing their utility and trustworthiness. Subsequently, we will
discuss existing definitions of KG life cycles, the steps and tasks in
a life cycle, and the evolution of knowledge graphs.

1.2 Related Work
Recent publications have explored approaches to KG development
processes [51] and life cycles [15, 49, 62]. These studies outline
steps for managing KGs, including construction [24, 38, 55, 60, 64],
refinement [41], completion [48], quality assessment [58, 61, 63],
and storing and querying [3]. For example, Yip and Sheth [62] pro-
pose a six-step life cycle model: (i) design and requirements scoping,
(ii) data ingestion, (iii) data enrichment, (iv) storage, (v) consump-
tion, and (vi) maintenance, alongside a platform to implement these
steps. Similarly, Cimmino and García-Castro [15] and Simsek et al.
[49] describe four life cycle phases—KG creation, hosting, curation,
and deployment—with Cimmino and García-Castro [15] introduc-
ing the Helio framework based on elicited requirements.
Beyond focusing on specific KG life cycle steps, prior work has
addressed Linked Data life cycles [4, 45] and even standardization
initiatives [28]. However, these contributions often focus on limited
tasks or address specific scenarios, leaving gaps in the compre-
hensive formalization of KG ecosystems and life cycles. Moreover,
existing approaches lack mechanisms to comprehensively specify
actors, roles, requirements, and constraints across life cycle steps.
Some works address the evolution of KGs [44, 50], categorizing
them into temporal KGs (valid statements within a time range),
static or versioned KGs (snapshots of KGs), and dynamic KGs
(atomic changes, e.g., Wikidata [57]). Evolution studies have fo-
cused on analyzing structural changes [36], developing tools [25],
and proposing methodologies [40]. Recent efforts [16, 21, 35, 56]
enable incremental updates to KGs but do not provide robust meth-
ods for maintaining change provenance or ensuring consistency
across interconnected, dynamic, and evolving components.
Despite these efforts, a formal and general framework for KG ecosys-
tems and life cycles is lacking. Our work addresses this gap by
proposing a comprehensive formalization that integrates life cycle
management with actor roles, tasks, and constraints. Such formal-
ization is both rigorous and practical for real-world applications. In
fact, in this way, we ensure that responsibilities are explicit, making
it easier to identify issues and enforce accountability. The proposed
approach also incorporates mechanisms for tracing changes in or-
der to help stakeholders understand the evolution of the system and
facilitate debugging or refinement. In summary, the formalization
aims to manage complexity, aligning roles with tasks, and ensuring
compliance with the constraints improving the system reliability.

1.3 Research questions
Based on the requirements and existing approaches, we identify
two key research questions: RQ1)Who are the actors in KG ecosys-
tems, and what roles, tasks, and needs do they have regarding life
cycle management? This question is addressed in section 2. RQ2)



What are the fundamental components within a KG ecosystem that
encompass KG life cycles, and how do these components interact
with each other? By defining KG ecosystems and their life cycles
we tackle this question in section 3. Both conceptualizations are
grounded in the co-authors’ extensive experience with data spaces
across domains, including health [2, 7, 10, 11, 18, 54], energy [30, 31],
manufacturing [8, 23, 43], science [6], and mobility [13].

2 ACTORS, ROLES, AND TASKS
This section discusses which roles can take part in a KG Ecosystem
(KGE). The roles are played by actors which comprise individuals
responsible for performing or overseeing the execution of services
within the KGE. We base our work on the three major roles identi-
fied by Li et al. [37]: KG Builders, KG Analysts, and KG Consumers.
We adapt these roles to KGEs, such that they are not only restricted
to KGs (i.e., Knowledge Builders instead of KG Builders), and intro-
duce two additional actors: Knowledge Providers and Knowledge
Auditors. Each actor may assume more than one role across differ-
ent KG life cycle steps. Figure 1 shows which actors intervene in
KGEs, what role(s) they play, their tasks, and their needs.
Knowledge Providers bring domain expertise to the KGE. They
provide input not only on the KGE subject matter (i.e., as domain-
knowledge experts, such as engineers in a manufacturing scenario),
but also on the data, required regulations, and knowledge engineer-
ing aspects. They define the needs and tasks of what the KGE must
fulfill to (i) specify the requirements for the Knowledge Builders, (ii)
comply with the Knowledge Auditors requirement, and (iii) ensure
that the needs of the Knowledge Consumers and Knowledge Analysts
are met. These needs and requirements are defined in Section 3 as
part of a life cycle step. Knowledge Providers then require tools for a
seamless communication with the rest of the actors, e.g., communi-
cation and visualization tools, and for collecting and sharing their
knowledge as input for the KGE.
Knowledge Builders are responsible for integrating and maintain-
ing the knowledge provided by the Knowledge Providers, ensuring
that the generated knowledge is compliant with the defined con-
straints of the corresponding life cycle step. This group comprises
experts in KGE-related technologies, such as knowledge engineers
and application developers. Their output must be up to the coverage
and quality standards of the Knowledge Auditor, and be appropriate
for its use by Knowledge Consumers and Knowledge Analysts given
the needs, requirements, and constraints. Therefore, Knowledge
Builders must report, document, and provide provenance traces for
all processed and produced resources.
Knowledge Auditors assess the KGE in terms of quality and com-
pliance with the requirements, needs, and constraints. This task is
mainly performed by domain-knowledge, domain-data, and domain-
regulation experts, with the intervention of Knowledge Builders.
They define the metrics for evaluation depending on the KGE’s
needs, regulations, and corresponding requirements. Their efforts
serve to validate and improve the KGE’s quality.
Knowledge Analysts directly interact with the KGE to extract
insights from it. These actors are usually data scientists, ML/AI
experts, or app developers. They are not necessarily knowledge
engineering experts but possess the skills to interact, extract in-
formation, and support discovery in the KGE. The output of their

services is then provided to Knowledge Consumers, and Knowledge
Auditors to verify that their needs are fulfilled.
Knowledge Consumers are the end-users of a KGE. They do not
usually interact directly with the KGE, so they are not required
to have technical skills and tend to utilize user-friendly interfaces.
They need documentation, reports, and interfaces for consuming
the KGE, and communicate whether the KGE meets their needs and
requirements. After we have detailed which roles and actors exist
in a KGE, we will subsequently define KGEs and their life cycles.

3 KG ECOSYSTEMS - FUNDAMENTAL
OPERATIONAL COMPONENTS

KG Ecosystem A triple 𝐾𝐺𝐸 = (𝐷,𝑂,𝑀, 𝐷𝐶, 𝐾𝐺, 𝐿) represents a
KG ecosystem with the following fundamental components:

• Data Sources: 𝐷 is a set of data sources, where each source has a
schema (𝜃 (𝑑𝑠)) defining its structure and attributes, and instances
(𝛼 (𝑑𝑠)) representing the data organized according to the schema.

• Ontology: 𝑂 is a logical theory that defines entities and relation-
ships in the domain using a structured vocabulary.

• Mappings:𝑀 is a set of assertions linking the ontology (𝑂) to the
data sources (𝐷), defining attributes and relations of each data
source (𝜃 (𝑑𝑠)) in terms of concepts in 𝑂 .

• Constraints:𝐷𝐶 is a theory expressed in a formal language. These
constraints ensure the consistency, accuracy, and quality of the
data for all the components of the ecosystem.

• Knowledge Graph: 𝐾𝐺 can be empty or the rendering of the
ontology 𝑂 with individuals generated by data collected from
the sources described by 𝐷 based on mapping assertions in𝑀 .

• Log: 𝐿 is an ordered list of entries ensuring traceability and au-
ditability. Each entry includes a timestamp, the data state before
and after a life cycle step, and a description of changes. The
log tracks modifications, supports data provenance, and ensures
transparency and accountability in the 𝐾𝐺𝐸 [26].

Example 3.1. We employ the healthcare example of distributed
analysis from the introduction. In this example, the data is coming
from diverse sources at each hospital in the data ecosystem. To
harmonize, enrich, and efficiently query the data, for each hospital,
the transfer and integration of the data into a KG is targeted, and
we will refer to this example Health KGE as 𝐻𝐾𝐺𝐸.

Life Cycles. A KGE undergoes life cycles, comprising a series of
ordered steps and potential sub-cycles; they manage the creation,
validation, curation, maintenance, traversal, and analysis of KGE
components. Each step follows a defined partial order, ensuring
systematic execution and progression. A life cycle (𝐿𝐶) is repre-
sented as a partial order (𝐿𝐶𝑆 , 𝑅), where 𝐿𝐶𝑆 is a set of life cycle
steps and 𝑅 is a precedence relation that is reflexive, anti-symmetric,
and transitive. A life cycle is defined inductively as follows: A life
cycle 𝐿𝐶 = (𝐿𝐶𝑆, 𝑅) consists of a set of steps 𝐿𝐶𝑆 and a precedence
relation 𝑅. If 𝐿𝐶′ = (𝐿𝐶𝑆 ′, 𝑅′) is an existing life cycle: (i) For a
single step 𝑙𝑐𝑠 , 𝐿𝐶 = ({𝑙𝑐𝑠}, {(𝑙𝑐𝑠, 𝑙𝑐𝑠)}), where 𝑅 contains the re-
flexive pair (𝑙𝑐𝑠, 𝑙𝑐𝑠). (ii) Adding a new step 𝑙𝑐𝑠 to 𝐿𝐶′ results in
𝐿𝐶 = (𝐿𝐶𝑆 ′ ∪ {𝑙𝑐𝑠}, 𝑅), where 𝑅 extends 𝑅′ with pairs (𝑙𝑐𝑠, 𝑙𝑐𝑠′) or
(𝑙𝑐𝑠′, 𝑙𝑐𝑠) for each 𝑙𝑐𝑠′ ∈ 𝐿𝐶𝑆 ′, indicating whether 𝑙𝑐𝑠′ precedes or
succeeds 𝑙𝑐𝑠 . This inductive definition allows life cycle steps to be



Figure 1: Actors involved in KGEs, with their corresponding tasks, needs, and roles they can play.

Table 1: The six life cycle steps and relationships between them on the example of a HKGE

Life Cycle Steps Tasks in the HKGE Partial Order Dependencies
Creation (LCS1) Extract data from diverse sources (𝐷), including structured data (e.g., relational patient master data),

semi-structured data (e.g., FHIR HL7 records), and unstructured data (e.g., free text from questionnaires).
Harmonize schemas, resolve conflicts in data formats, and integrate data into 𝐾𝐺 using mapping
assertions (𝑀) aligning the source data with the ontology. Ensure that the integration process preserves
semantic consistency and supports subsequent reasoning and analytics tasks within the ecosystem.

LCS1

LCS2

LCS3

LCS4

LCS5

LCS6

Ontology Evolu-
tion andMainte-
nance (LCS2)

Provide an overarching ontology (𝑂) integrating knowledge from diverse ontologies and nomencla-
tures. Semantic alignment, i.e., create mappings between vocabularies, as data sources may reference
conflicting vocabularies. Update ontology upon, e.g., new examination types to accommodate new
concepts and domain-specific knowledge. Ensure consistency between the ontology (𝑂) and 𝐾𝐺 .

Validation
(LCS3)

Validate potentially incomplete and inaccurate data against domain-specific constraints (𝐷𝐶) to ensure
quality and compliance with standards. Perform data cleaning, deduplication, entity resolution, and
normalization to improve quality and consistency. Harmonize syntactic and semantic representations
across ontologies, mappings, constraints, and KGs in KGEs.

Querying
(LCS4)

Performmeasurement analytics using KGs to assemble statistics about patient cohorts at each site, such
as age distributions. Support decision-making by providing insights derived from data and knowledge,
e.g., identifying cohorts, predicting outcomes, and recommending treatments.

Monitoring
and Feedback
(LCS5)

Monitor performance and usage of the HKGE components, especially user access and updates to the
data (provenance). Collect detailed feedback from developers, researchers, and end-users to assess the
system’s functionality, usability, and adaptability to evolving requirements.

Optimization
and Scaling
(LCS6)

Optimize the performance of the HKGE components to handle large-scale data and complex analytics
tasks. Scale the system to integrate growing data volumes and user demands while maintaining
efficiency and reliability especially for reasoning and querying of the data.

added in a systematic order, ensuring that dependencies between
steps are respected and the KGE evolves consistently.

Example 3.2. For our example, Table 1 summarizes general life
cycle steps, examples from the HKGE for tasks in these steps, and
the dependencies between the six life cycle steps. As indicated in
the figure, Steps 1 and 2 should be executed before Steps 3, 4, 5, and
6. Thus, the partial order between the life cycle steps enables the
management and evolution of a KGE’s different components.

LifeCycle Steps.A life cycle step is a tuple 𝑙𝑐𝑠 = (𝑆, ⟨𝑃, 𝑅𝑜,𝐶, 𝑅𝑒, 𝑁 ⟩),
where ⟨𝑃, 𝑅𝑜,𝐶, 𝑅𝑒, 𝑁 ⟩ comprises the contextual information that
guides the execution of 𝑙𝑐𝑠 over a 𝐾𝐺𝐸.
• Service: 𝑆 implements KG operations (e.g., creation, validation,

updating, querying) that modify, curate, or analyze the 𝐾𝐺𝐸.

• Actors: 𝑃 is a set of individuals responsible for contributing to
the execution of life cycle steps, as detailed in section 2.

• Roles: 𝑅𝑜 is a logical theory defining roles (e.g., knowledge engi-
neer) responsible for executing services within the 𝐾𝐺𝐸.

• Constraints:𝐶 is a logical theory defining conditions, such as data
quality and compliance, to be satisfied during life cycle execution.

• Requirements: 𝑅𝑒 is a logical theory outlining desired outcomes
or conditions the life cycle step aims to achieve.

• Needs: 𝑁 tuples consisting of a set of requirements and con-
straints stated by an actor while playing a role.

When a life cycle step 𝑙𝑐𝑠 = (𝑆, ⟨𝑃, 𝑅𝑜,𝐶, 𝑅𝑒, 𝑁 ⟩) is executed on
a 𝐾𝐺𝐸 = (𝐷,𝑂,𝑀, 𝐷𝐶, 𝐾𝐺, 𝐿), it produces an updated ecosys-
tem 𝐾𝐺𝐸′ = (𝐷1,𝑂1, 𝑀1, 𝐷𝐶1, 𝐾𝐺1, 𝐿1). This process, denoted as
𝜎 (𝑙𝑐𝑠, 𝐾𝐺𝐸), applies the service 𝑆 to 𝐾𝐺𝐸 while ensuring that the



Figure 2: Three life cycle steps for Data Analysis in the example, Creation, Validation, and Querying, compose the life cycle

needs 𝑁 are satisfied and the constraints 𝐶 are validated.
Life Cycle Execution. For a life cycle 𝐿𝐶 = (𝐿𝐶𝑆, 𝑅), which con-
sists of a set of life cycle steps 𝐿𝐶𝑆 and precedence relations 𝑅,
executing 𝐿𝐶 over 𝐾𝐺𝐸 (denoted as 𝜎 (𝐿𝐶, 𝐾𝐺𝐸)) involves apply-
ing each step in 𝐿𝐶𝑆 according to 𝑅. For a single step 𝑙𝑐𝑠 , where
𝐿𝐶 = ({𝑙𝑐𝑠}, {(𝑙𝑐𝑠, 𝑙𝑐𝑠)}), executing 𝐿𝐶 updates the components of
𝐾𝐺𝐸: 𝜎 (𝑙𝑐𝑠, 𝐾𝐺𝐸) = (𝐷1,𝑂1, 𝑀1, 𝐷𝐶1, 𝐾𝐺1, 𝐿1), where 𝐷1, 𝑂1,𝑀1,
and 𝐾𝐺1 are modified by 𝑆 based on 𝑁 and 𝐶 . The log 𝐿1 records
the inputs, outputs, timestamps, and validation results.
If 𝐾𝐺𝐸′ = (𝐷1,𝑂1, 𝑀1, 𝐷𝐶1, 𝐾𝐺1, 𝐿1) is the result of 𝜎 (𝐿𝐶′, 𝐾𝐺𝐸)
for 𝐿𝐶′ = (𝐿𝐶𝑆 ′, 𝑅′) adding 𝑙𝑐𝑠 to 𝐿𝐶𝑆 ′ forms 𝐿𝐶 = (𝐿𝐶𝑆 ′ ∪
{𝑙𝑐𝑠}, 𝑅). Executing 𝐿𝐶 over 𝐾𝐺𝐸′ produces 𝐾𝐺𝐸2 = 𝜎 (𝐿𝐶, 𝐾𝐺𝐸′),
with updated components 𝐷2, 𝑂2,𝑀2, 𝐷𝐶2, 𝐾𝐺2, and a log 𝐿2 that
extends 𝐿1 with the input, output, and validation results of 𝑆 . This
process ensures that life cycle steps are executed in order, respects
defined dependencies, and maintains a complete log for traceability.

Example 3.3. In the healthcare example, we want to create a KG
at each hospital and use it as the basis for distributed data analysis.
Figure 2 depicts the corresponding life cycle with prototypical steps
for (1), (3), and (4) from Table 1. At the top of the figure, 𝐾𝐺𝐸ℎ
and its versions along the evolution through the steps are shown.
Each version must be validated by one or more KG Auditors, i.e.,
medical data experts. At the bottom, the life cycle steps with inputs
and outputs are delineated. 𝐾𝐺𝐸ℎ is initialized with a set of data
sources 𝐷ℎ = {𝑑𝑠1, 𝑑𝑠2}, an ontology 𝑂ℎ , the mapping assertions
𝑀ℎ , a set of domain-specific constraints 𝐷𝐶ℎ , an empty KG, and an
empty log list 𝐿ℎ . 𝑑𝑠1 is a patient master data set and 𝑑𝑠2 represents
a set of examination (measurement) data. 𝑂ℎ refers to concepts
from medical ontologies, e.g., the Human Phenotype Ontology1.
𝐷𝐶ℎ contains multiple constraints, e.g., 𝑐𝑠𝑛𝑢𝑙𝑙 , postulating that core
attributes, such as sex, must not be null. 𝐾𝐺𝐸ℎ is the input to the
first life cycle step - the Creation step.

Creation (LCS1) : Actors involved in this step are the Knowl-
edge Builder and the Knowledge Provider. These can be domain
1https://hpo.jax.org/

experts, e.g., health professionals. They are in charge of the data ac-
quisition. Computer scientists support importing data and creating
the KG from it. Further, the domain experts and computer scientists
jointly work on creating and curating the ontology and the map-
ping assertions between ontology and KG. The data is imported
into the KG according to the ontology and the mapping assertions.
All operations executed during creation are logged in the log list 𝐿ℎ
as exemplified in the table below the Creation step in Figure 2. For
example, at time 𝑡1 data items < 𝑠1, 𝑏1, 𝑜1 > and < 𝑠2, 𝑏2, 𝑜2 > are in-
serted. At time 𝑡2 an error is reported when inserting < 𝑠3, 𝑏3, 𝑜3 >.
The resulting KG ecosystem 𝐾𝐺𝐸ℎ = 𝐷ℎ,𝑂ℎ, 𝑀ℎ, 𝐷𝐶ℎ, 𝐾𝐺ℎ, 𝐿ℎ is
input to the next step - Validation (Step 2).
Validation (LCS3): In this step Knowledge Auditors are involved,
such as domain data experts. Inputs to this step are data quality (DQ)
definitions, e.g., DQ dimensions and metrics, and the corresponding
goals. In our example, we want to assess the completeness (number
of null values) and plausibility (is the age below 110?). Output of
the step is a 𝐾𝐺𝐸′′

ℎ
in which all components are unaltered, despite

the log 𝐿′
ℎ
, which contains new entries for the DQ measurement

results. 𝐾𝐺𝐸′′
ℎ
is input to the next step.

Querying (LCS4): In this step Knowledge Consumers are involved,
e.g., the health train algorithm. They issue a query to the system
maintaining 𝐾𝐺ℎ . The requirements of that step could be goals for
the response times or accuracy of the query. The querying step will
deliver a 𝐾𝐺𝐸′′′

ℎ
, including 𝐾𝐺 ′

ℎ
- a subgraph of 𝐾𝐺ℎ - represent-

ing the query results The log is extended to 𝐿′′
ℎ
comprising, log

entries with some query metadata, e.g., the query statement or the
execution time. This creates the final ecosystem 𝐾𝐺𝐸′′′

𝑑𝑐
.

4 CHALLENGES AND FUTURE DIRECTIONS
Operationalizing KGEs presents challenges beyond traditional data
ecosystems due to their reliance on semantic alignment, dynamic
interactions, and diverse stakeholder requirements. Below, we sum-
marize key challenges and strategies for addressing them.



Integration of Heterogeneous Data Sources. KGEs require inte-
grating data from distributed and diverse sources, including struc-
tured, semi-structured, and unstructured formats, while aligning
schemas and resolving terminological conflicts. Unlike traditional
data integration, KGEs must incorporate semantics using ontolo-
gies, mappings, and constraints to harmonize data across compo-
nents. This challenge is amplified in domains like healthcare and
energy, where domain-specific standards (e.g., SNOMED-CT [29],
HL7-FHIR [9]) introduce additional semantic heterogeneity. Inte-
gration processes must also accommodate the dynamic nature of
KGEs, where changes in data sources, ontologies, or mappings
ripple through the ecosystem, necessitating re-validation to main-
tain coherence. Addressing this challenge requires ontology-based
frameworks, semantic alignment techniques, and automated tools
for entity resolution, all of which ensure seamless semantic data in-
tegration without compromising domain-particular characteristics.
Supporting Evolving KGs. KGEs operate in dynamic environ-
ments where data, ontologies, and user requirements frequently
evolve. This creates the need for continuous updates to maintain
semantic and logical consistency across the ecosystem. Unlike static
KGs, KGEs must accommodate incremental changes while ensuring
the ecosystem remains reliable and trustworthy. Solutions to this
challenge include pipelines for ontology versioning, consistency
checking, and automated updates to mappings and constraints.
These tools must enable the propagation of changes across intercon-
nected components while preserving provenance and traceability.
Enabling Interoperability Across Ecosystem Components.
The components of a KGE (e.g., data sources, mappings, ontologies,
and constraints) must function cohesively to enable ecosystem-
wide reasoning and analysis. Achieving interoperability requires
harmonizing syntactic formats and semantic meaning, particularly
when integrating diverse standards and vocabularies. Unlike tra-
ditional systems, which focus primarily on syntactic alignment,
KGEs must resolve semantic inconsistencies across domains. Re-
search should focus on developing shared vocabularies, ontology
alignment methods, and standardized APIs to enable seamless in-
teraction among components. They would ensure that data and
knowledge can be exchanged and utilized within the ecosystem.
Scalability of Ecosystem Operations. As KGEs grow in com-
plexity and data volume, scalability becomes a critical concern.
Managing large-scale KGs, performing computationally expensive
reasoning tasks, and ensuring efficient query execution are all chal-
lenges that increase as the ecosystem expands. Unlike traditional
data integration systems, KGEs involve semantic-centric operations
(e.g., reasoning and traversal) that require significant computational
resources. Distributed graph storage systems, parallelized reasoning
engines, and optimized querying techniques are needed to address
these scalability challenges without compromising performance.
Ensuring Data and Knowledge Quality. The reliability of KGEs
depends on maintaining high-quality data, mappings, and inferred
knowledge. Errors or inconsistencies in these elements can un-
dermine trust in the ecosystem, particularly in critical domains
like healthcare. Ensuring data and knowledge quality involves
validating the ecosystem’s components against domain-specific
constraints, cleaning and normalizing data, and continuously mon-
itoring for anomalies. Automated validation frameworks, such as

those based on SHACL [33] or ShEx [52], and human oversight for
complex scenarios are necessary to uphold quality standards.
Defining and Managing KGE Life Cycles. KGEs require clearly
defined life cycles to ensure systematic creation, maintenance, and
evolution of their components. Unlike standalone KGs, KGEs encom-
pass dynamic workflows where different lifecycle steps—such as
data ingestion, validation, reasoning, and update propagation—must
be coordinated. Research should formalize KGE lifecycle models
to specify the relationships and dependencies between these steps,
enabling systematic management and evolution of the ecosystem.
Tracing and Validation Across the Ecosystem. The complex-
ity of KGEs necessitates robust tracing mechanisms to track the
provenance of data, mappings, and knowledge across all lifecycle
steps. Additionally, validation frameworks are essential to ensure
consistency, completeness, and adherence to domain constraints.
Unlike traditional systems, tracing and validation in KGEs must
span interconnected components, requiring automated tools to
track changes and assess their impact on the overall ecosystem.
Supporting Role-Specific Interactions. KGEs serve a diverse
range of users, each with unique expertise, roles, and requirements.
This diversity necessitates tailored tools and workflows to ensure
usability and adoption. Unlike traditional ecosystems, which often
cater to generic user needs, KGEs must support context-specific
interactions, enabling knowledge providers, builders, auditors, and
consumers to perform their tasks efficiently. Designing intuitive
user interfaces, implementing role-based access controls, and pro-
viding training resources are key strategies to meet this challenge.
Tracing, Validation, and Explainability Across the Ecosys-
tem. KGEs necessitate mechanisms for tracing, validation, and
explainability to ensure both functional reliability and stakeholder
trust. Tracing involves tracking the provenance of data, mappings,
and knowledge across all lifecycle steps, enabling transparency
and accountability. Validation frameworks are essential to ensure
consistency, completeness, and adherence to domain-specific con-
straints. Additionally, explainability is critical for supporting trust
in KGE-derived insights by providing clear reasoning paths and clar-
ifying how decisions are made. Addressing this requires developing
provenance models, automated validation tools, and explainable AI
techniques to track changes, assess their impact on the ecosystem,
and ensure that users can interpret, trust, and effectively utilize
KGE-driven insights in their decision-making processes.
Addressing challenges in lifecycle specification, tracing, and vali-
dation is essential for developing robust and efficient KGEs. Estab-
lishing these foundations ensures scalability, adaptability, and the
delivery of reliable insights across domains.
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