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Abstract. Ontology-Based Data Access (OBDA) has traditionally focused on providing a unified view of heterogeneous datasets
(e.g., relational databases, CSV and JSON files), either by materializing integrated data into RDF or by performing on-the-
fly querying via SPARQL query translation. In the specific case of tabular datasets represented as several CSV or Excel files,
query translation approaches have been applied by considering each source as a single table that can be loaded into a relational
database management system (RDBMS). Nevertheless, constraints over these tables are not represented (e.g., referential integrity
among sources, datatypes, or data integrity); thus, neither consistency among attributes nor indexes over tables are enforced.
As a consequence, efficiency of the SPARQL-to-SQL translation process may be affected, as well as the completeness of the
answers produced during the evaluation of the generated SQL query. Our work is focused on applying implicit constraints on
the OBDA query translation process over tabular data. We propose Morph-CSV, a framework for querying tabular data that
exploits information from typical OBDA inputs (e.g., mappings, queries) to enforce constraints that can be used together with
any SPARQL-to-SQL OBDA engine. Morph-CSV relies on both a constraint component and a set of constraint operators. For
a given set of constraints, the operators are applied to each type of constraint with the aim of enhancing query completeness
and performance. We evaluate Morph-CSV in several domains: e-commerce with the BSBM benchmark; transportation with
the GTFS-Madrid benchmark; and biology with a use case extracted from the Bio2RDF project. We compare and report the
performance of two SPARQL-to-SQL OBDA engines, without and with the incorporation of Morph-CSV. The observed results
suggest that Morph-CSV is able to speed up the total query execution time by up to two orders of magnitude, while it is able to
produce all the query answers.

Keywords: Knowledge Graphs, Tabular Data, Mapping Languages, Constraints

1. Introduction are available in tabular formats (e.g., CSV, Excel), as

observed in Table 1. Both the simplicity of a tabular

Guided by the Open Data principles, governments representation and the variety of tools to manage a ta-

and private organizations are regularly publishing vast ble (e.g., Excel, Calc) have influenced the popularity
amounts of public data in open data portals. For exam- of tabular formats to represent open data.

ple, almost a million datasets are available in the Eu- Albeit extensively utilized, tabular representations

ropean Open Data Portal (EODP)', and many of them imposed various data management challenges to ad-

vanced users (e.g., developers, data scientists). The

“Corresponding author. E-mail: dchaves @fi.upm.es. lack of a unified way to query tabular data, some-

"https://www.europeandataportal.eu thing available in other formats (e.g., RDB, JSON,
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XML), hinders the integration of sources, especially Table 1
Most commonly used formats and percentage over the total number

those having datatype inconsistencies. Moreover, data ; ;

. . . of datasets to expose data in mature EU open data portals in October
may n_Ot be normalized, and information about _rel_a— 2019. Each dataset may be shared in different formats.
tionships or column names are not always descriptive
or homogeneous. Hence, data consumers are usually
forced to apply ad-hoc or manual data wrangling pro-
cesses to consume data via open data portals.

Following Linked Data [1] and FAIR initiatives [}

data providers are encouraged to make data available
in an RDF-based representation following the 5-star _ 10
linked data principles The Ontology-Based Data Ac- pected results whenever the constraints have not been;;
cess (OBDA) [3] paradigm facilitates the transforma- 2PPlied, or the indexes have not been created. 12
tion of heterogeneous data into RDF. An OBDA cor- . OBDA annotations such as the W3C recommenda- 13
responds to a data integration system (DIS) [4] over tion _to annotate tabular da_ta, CSVW [9] and some ex- 14
heterogeneous data sources. A DIS uni ed schema is €NSions of standard mapping rules (€.g., RML+FnO [7])is
de ned in terms of ontologies, while mapping rules es- are commonly used to describe constraints over an 1
tablish a correspondence between the uni ed schema OBDA tabular dataset. For example, we can standard- 17
concepts and the DIS data sources. An OBDA can be ize a column indicating its format, de ne integrity con-  1s
materialized or virtual. In a materialized OBDA, the Straints, or declare data types. The majority of OBDA 19
integration of the DIS data sources is physically rep- query translation engines [6, 11] do not include thisin- 20
resented in RDF [3]. Contrary, in a virtual OBDA formation. Those engines that have partially included 21
data integration is performed O,n the y during quer;/ the constraints (e.g., Squerall [12] parses RML+FnO 22
processing; DIS mapping rules are used to trans-

mapping rules) are not fully documented,; i.e., there is 23
late SPARQL queries into queries against the DIS no explanation of how these constraints are taken into 24
data sources [5, 6]. Features like functions in map-

account. The de nition of a work ow that includes the 25
pings [7, 8] and metadata [9], (i.e., annotations) are fzqugtggi\n ?f thesev\;cizillburl]ar f\nnotr?tlotnsn((djurmt?rﬁzwg %
usually used in materialized OBDAs to overcome the ua process ensure correct and op ed 27
aforementioned challenges of tabular data.

SPARQL-to-SQL translations. 28
Traditional virtual OBDA approaches, usually, rely

Problem Statement: We address the limitations of 29
on loading tabular data into SQL-based systems (€.g., current OBDA query translation techniques over tab- 30
MySQL, Apache Drill, Spark SQL, Presto) to per-

ular data, which enforce and demand lots of unrepro- 31
form query translation techniques. However, the cor-

ducible and hard manual work for the application of 32
L X constraints to ensure ef cient query processing and 33
rectness and optimization of these techniques are sup- 56 .
) . : query completeneé$®. Our goals are to (i) denea 34
ported by the main assumption about the existence of . s
. : . framework that includes the application of a set of con- 35
constraints over the source data (i.e., a good physi- . .
. . ; . straints over tabular data, and (ii) de ne a set of ef - 36
cal design of the relational database instance). Their cient operators that anoly each tvoe of constraint to im- 37
absence during a virtual OBDA process over tabular P PPy yp
data directly impacts completeness and performance

prove query completeness and performance (e.g., re-38
: . moval of duplicates, normalization of input sources or 39
of these techniques. Completeness is affected because_ . . P : . P
L : application of transformation functions). 40
of heterogeneity issues in data sources (e.g., datatype

: . Proposed Solution:We propose a set of new steps to 41
CSV columns are simply treated as string-type SQL P prop b

. be aligned with the current OBDA work ow. Further, 42
columns). Furthermore, performance is impacted be-

. : . _we implement Morph-CSV, and evaluate its behav- 43
cause indexes are not created based on basic relatlona%Or embedded on top of two well known open source 44

constraints, i.e., primary and foreign key constraints SPARQL-to-SQL engines, in comparison with previ- 45
are not de ned in the schema. Consequently, query '

Data Portal | 1st Format 2nd Format 3rd Format
Spain CSV (50%) XLS (35%) JSON (33%)
Norway CSV (77%) | GEOJSON (17%)| JSON (14%)

Italy CSV (76%) JSON (35%) XML (25%)
Croatia XLS (63%) CSV (40%) HTML (33%)

© 0O N O U~ W N P

i lati timization techni that | ous approaches. 46
ransation optimization techniques that Commonly €X= - &, yiri tions: Our main contributions are as follows: 47
ploit indexes (e.g., [6, 10]) may not produce the ex- 48

4https://github.com/oeg-upm/morph-rdb/wiki/Usage#csv- les 49

2https://www.go-fair.org/fair-principles/ Shttps://ontop-vkg.org/tutorial/mapping/primary-keys.html 50
Shttps://5stardata.info/en/ Shttps://ontop-vkg.org/tutorial/mapping/foreign-keys.html 51
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Fig. 1.Motivating Example. SPARQL query evaluation over two tabular data les in the transport domain through a common OBDA approach.
It loads the les as single tables in an SQL-based system and uses the mapping rules for query translation. The number of results differs3fith

respect to the expected results due to the heterogeneity of the raw data. Additionally, query performance may be affected by the join condifion

between the two tables, the absence of indexes and the loading of columns that are not needed to answer the input query (wheelchair). 24

1. De nition of the concept of Virtual Tabular
Dataset (VTD) composed by a tabular dataset
and its corresponding OBDA annotations, as
well as its alignment with the current de nition
and assumptions of the OBDA framework [13].

2. Morph-CSV, a framework that implements a
constraint-based OBDA work ow for tabular
datasets; it receives a VTD and a SPARQL query
as inputs and outputs an OBDA instance. Morph-
CSV performs the following steps: (i) genera-
tion of the constraints based on information on
the VTD; (i) selection of sources and attributes
needed to answer the query; (iii) pre-processing
of the selected sources applying some of the
constraints; and (iv) physical implementation of
the corresponding RDB instance and associated
schema, ensuring effectiveness of the SPARQL-
to-SQL translations and optimizations. Morph-
CSV is engine agnostic, i.e., it can be embedded
on top of any SPARQL-to-SQL engine.

3. Evaluation of Morph-CSV re-using in the back-
end two well-known open source SPARQL-to-
SQL engines: Morph-RDB [6] and Ontop [5];
two benchmarks (BSBM [14] and GTFS-Madrid-
Bench [15]), and a real-world testbed from the
Bio2RDF project [16] are used in the study.

25

The rest of the paper is structured as follows: Sec- 26
tion 2 motivates the problem of OBDA query transla- 27
tion over tabular data with an example in the transport 2s
domain. Section 3 describes the identi ed challenges 29
for querying and integrating tabular data, and current 3o
proposals of OBDA annotations for tabular data that 31
address these challenges. Section 4 presents Morph=s2
CSV, an approach for enhancing OBDA query transla- 33
tion over tabular data through the applicationonthe y 34
of a set of constraints. Section 5 reports the results of 35
our empirical study together with a general discussion 36
in Section 6. We present the related work in Section 7 37

and our conclusions and future work in Section 8. 38
39
40
2. Motivating Example a1

42
Since May 2017, the publication of a new directive 5

by the EU Commission on discoverability and access 4,4
to public transport data across Eurépeas motivated 45
the development of solutions for multi-modal travel 44
information services. This document states that trans- 4
port data should be available through national access ,4
points (NAP), e.g., databases, data warehouses, andy

50
"https://ec.europa.eu/transport/themeslits/road/action_plan/nap 51
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repositories. Consider th#e-facto standardor pub-
lishing open data in the transport domain, G¥FBhis
model enables the representation of transport-related
concepts such axhedulesstops,androutes using 15
different inter-related CSV les called GTFS feed. Fol-
lowing best modeling practices recommended in this
model speci cation, each feed comprises entities of
one type of transportation mode (e.g., metro, train, and

queries, the satisfaction of the unique and foreign in- 1
tegrity constraints should be ensured. The manual and2
ad-hoc de nition of the relational schema representing 3
these tables and the corresponding integrity constraints4
will overcome this problem. Nevertheless, this task is 5
time-consuming, and reproducibility is not ensured. In &
this paper, we propose Morph-CSV, a constraint-based 7
OBDA framework capable of exploiting standard tabu- 8

tram). Linking these feeds based on their stops enables lar data annotations (e.g., RML or CSVW) to generate 9
route planners to offer multi-modal routes, a route that the required constraints ensure the integrity of the tab- 10
can be created using various transportation types. Al- ular schema in terms of unique identi ers and foreign 11
beit straightforward and simple to use, GTFS feeds do keys. Moreover, Morph-CSV applies metadata anno- 12
not allow for the de nition of integrity constraints such  tation from CSVW to generate domain-speci c con- 13
as primary or foreign keys. As a consequence, data in- straints. As a result, Morph-CSV enhances query com- 14
tegrity cannot always be guaranteed. pleteness and performance of SPARQL-to-SQL tech- 15

Consider the GTFS feeds from the metro and buses niques, in compliance with OBDA assumptions. 16
of Madrid's city; they have several stops and stations in 17
common. Different transport authorities create them, 18
and the names of their stops are de ned in various 3. Ontology Based Data Access over Tabular Data 19
manners. Although these types of entities can be rep- 20

resented, the unique identi cation and relationships  This section describes a set of challenges demanded?!
among them cannot be explicitly expressed. Figure 1 be addressed whenever tabular data is queried in a vir-2?
depicts a portion of these two GTFS feeds. As it is tual OBDA framework. Further, we describe relevant 23
usual in open datasets, stop names do not follow a stan- OBDA proposals for annotating tabular datasets and 2
dard structure (e.g., “Colonia Jardin” bus_stops.csv  their alignment with the identi ed challenges. 25
and “Colonia_jardin” inmetro_stops.cgv A similar 26
issue is present in closing dates, where there are multi- 3.1. Querying challenges under virtual OBDA for 2
valued cells, and their format is not the standard one tabular data 28
(e.g., yyyy-MM-dd). Suppose a user is interested in 29
collecting information about bus and metro stops with There are specic challenges on querying tabular %
the same name and information related to their closing datasets using an OBDA approach that have not been®
dates during holidays; Figure 1 presents the SPARQL tackled by existing techniques. We will describe those 32
query describing this request. Following the approach challenges and explain how they may have a negative 3
commonly employed by typical OBDA engines, the effect in terms of completeness and performance of 3
two les would be loaded into an SQL-system and query-translation approaches: 22
e ol S W~ Updated resuls xistng ramenions oad ol
data sources are identical (“Noviciado”). However, the Fhe tabular input Ie_s that are speci ed as sources s

, ' ’ in the OBDA mapping rules into a SQL database 39
expected result set should include more answers by

o , before executing the query-translation process. 40
joining am(_)ng_the bus an_d metro's stop names through This step has to be repeated whenever a SPARQL 41
the norm'ahzat;on of multl-valueld dat:e c?flun:nds. h query is evaluated to ensure up-to-date results, re- 42

Querys_ periormance may aiso be afiected when- sulting in unnecessary longer loading time, affect- 43
ever a join condition is executed between the stop ing, thus, OBDA performance "
n%rlne-s (;)f bOth Iehs. Fu_rthgrmor:al, the absekncelof f;f)os- — Normalization: Tabular data formats do not pro- 45
SIDIE INCEXES I t €S€ Joining columns makes netiec- vide restrictions on how to structure data. Asare- 46
tive the typical optimizations applied in a SPARQL- sult, cells may contain multiple values, and one 47
to-SQL process. Nonetheless, to effectively exploit the

ind ¢ | h i f the t lated le may represent multiple entities. Having non- 48
indexes to scale-up the execution ot the ftransiate normalized tables may affect the completeness of 49

the query. When a tabular source with multiple- so
valued cells is loaded into an RDB table, the cell's 51

8https://developers.google.com/transit/gtfs/reference/
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value is interpreted by the RDBMS as an atomic
value, reducing, thus, completeness for queries
that Iter or “join” on the corresponding column.
Representing several entities in a single le may
lead to duplicate answers, and in turn, decrease
guery answering performance.

— Heterogeneity: Tabular data normally contain
values that need to be transformed before query
evaluation (e.g., column default values or normal-
ization of date formats). Since there may be dif-
ferent formats for the same datatype or default
values that may have not been included in the
dataset, query completeness can be affected.

— Lightweight Schema: Most of the tabular data
only provide minimal information about their un-
derlying schema in the form of column names in
the header, if at all present. Also, although there
is implicit information on keys and relationships
among sources, there is no way to specify pri-
mary key or foreign key constraints. The same
can be said on indexes and datatypes. The exis-
tence of this type of information is assumed [13]
in an OBDA approach for performing optimiza-
tions in query evaluation techniques. Therefore,
the lack of this information affects the perfor-
mance of OBDA engines.

Although some of the aforementioned challenges
are not only speci c to tabular datasets and are pro-
posed in several data integration approaches [17-19]
there are two main reasons why it is important to ad-
dress these problems in this context: rst, as we re-
ect in Section 1, the number of tabular datasets avail-
able in the web of data is enormous and still grow-
ing and these challenges were not taken into account
in previous OBDA proposals; second, although there
are declarative proposals to handle these issues in the
state of the art like CSV on the Web [9] for metadata
annotations, or mapping languages that include trans-
formation functions to deal with heterogeneity (e.g.,
RML+FnO [7] or R2RML-F [20]), there is not yet a
proposal that exploits the information from these in-
puts including their application in the form of con-
straints into a common OBDA work ow.

3.2. OBDA annotations for tabular data

R2RML [21] is a W3C Recommendation for de-
scribing transformation rules from RDB to RDF and
a widely used mapping language in virtual OBDA ap-
proaches. RML [22] extends R2RML; it provides sup-

port to a variety of data formats, e.g., XML, CSV, 1
and JSON. Both languages provide basic transforma- 2
tion functions to concatenate strings, which are espe- 3
cially useful for generating URIs from columns/ elds 4
of the dataset. Recently, RML has been integrated with 5
the Function Ontology (FnO) [23] to support other 6
types of transformations. Additionally, for tabular data, 7
CSVW metadata [9] is a W3C Recommendation to de- 8
scribe tabular datasets. Although there are other pro-9
posals in the state of the art to deal with some of the 10
aforementioned challenges [8, 20], Morph-CSV relies 11
on these two proposals because they cover the identi-12
ed challenges. Additionally, this election is supported 13
by the fact that CSVW is a recommendation from the 14
W3C and RML+FnO (besides being a extended ver- 15
sion of a W3C recommendation) has been previously 16
applied in other projects [7, 12] and is widely used 17
by several materialization engines, e.g., RMLMagper 18
SDM-RDFizer [24] and RocketRML [25]. Finally, rel- 19
evant bene ts of these annotations are that both of 20
them are de ned in a declarative manner. Thus, the 21
maintainability, the readability, and the understanding 22
of the virtual OBDA approach is improved and inde- 23
pendent from any speci ¢ programming language. 24

In Table 2, we summarize the relevant properties 25
from RML+FnO and CSVW that can be used to ad- 26
dress the challenges identied in the previous sec- 27
tion. Additionally, we provide a detailed description of 28

these properties: 29

30
— Metadata. The property csvw:rowTitles a1

can be used to specify column names in case the ,,
rst row is not used to specify them.

— Transformation functions. String concatena-
tion functions are supported by both CSVW
(csvw:aboutUrl  ,csvw:valueUrl  )andthe 36
RML property (r:itemplate ). In addition, 37
more complex functions can be declaratively .,
specied using RML+FnO, specically, with
the fnml:functionValue property. Finally,
two special cases of transformation functions ,;
in the context of OBDA are related to how ,,
default values and NULL representations have ,,
to be generated in the RDB instance. These ,,
two cases can be handled by CSVW properties: ¢
csvw:defaultValue andcvwv:null 6

— Domain Constraints. CSVW allows for the
speci cation of the datatypecévw:datatype 48
property) and format osvw:format prop- 9

50
Shttps://github.com/RMLio/rmimapper-java 51

33
34

39
40
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Table 2

Properties of CSVW and RML+FnO that can be used to address the challenges of dealing with tabular data in a virtual OBDA approach;
General Challenge Detailed Challenges Relevant Properties 3
Updated results | Select relevant sources and columng SPARQL + RML+FnO 4
Describe the corresponding concept| rr.class Z
Lightweight Describe the corresponding property| rr:predicateMap -
Schema Specify NOT NULL constraint csvw:required 8
Column datatype csvw:datatype 9

Domain values cSvw:minimum, csvw:maximum 10

Specify the format of a column csvw:format E

Transform value fnml:functionValue 13

Heterogeneity Default for missing values csvw:default 14

Specify NULL values csvw:null 15

Add headerto a CSV le csvw:rowTitles 16

Primary Key csvw:primaryKey i;

Normalization Foreign Key csvw:foreignKey _ _ 19

Relationships between columns rr:parentTriplesMap + rr:joinCondition 20

Mutiple entities in one source rr:TriplesMap + rml:logicalSource 21

Support for multiple values in one ce|l csvw:separator 22

erty) of tabular columns. CSVW also provides a
couple of properties (e.ggsvw:mininum  or
csvw:maximum ) to specify the range of numer-
ical columns and a propertgsvw:required

to specify the NOT NULL constraint over the col-
umn of a table.

— Integrity Constraints. In CSVW the property

csvw:primaryKey can be used to declare
explicitly the primary key of a table. As for
the foreign key, the use of RML's properties
rr:parentTriplesMap together with the
propertyrr:joinCondition can be seen as
an indication that the parent column used over
this rule could be a foreign key, or at least that a
relation exists. CSVW provides an explicit way to
declare whether a column is a foreign key, using
thecsvw:foreignKeys property.
Normalization. The propertycsvw:separator

from CSVW indicates the character used to sep-
arate multiple values in the cells of a CSV col-
umn, which is relevant when a CSV leisin 1NF.
Multiple RML TriplesMap using the same data
source can be used as an indication that the source
contains multiple concepts (2NF).

4. The Morph-CSV Framework

The formal framework presented in [13] de nes an 26
OBDA speci cation as a tupl® = hO; S; Mi whereO 27
is an ontology,S is the source schema, aid a set 28
of mappings. Additionally, an OBDA instance is de- 29
ned as a tupleP| = hP, Di where P is an OBDA spec- 30
i cation and D is a data instance conforming & In 31
a virtual OBDA framework, queries are posed over a 32
conceptual layer and then translated to queries over the33
data layer using information in the mappings. There is 34
a set of assumptions over the framework that support 35
the possibility of doing query translation and ensuring 36
semantic preservation in the process, together with the 37
application of optimization techniques proposed in the 38
state of the art. To motivate our proposal, we have to 39
establish what are the main assumptions made in pre-40
vious proposals and their impact when data is repre- 41
sented in tabular form. 42

43

4.1. OBDA assumptions 44
45
46
47
48
49
— There is a native query langua@¥. for D. For 50
a tabular dataset, there is no native query lan- 51

Analyzing the de nition of OBDA in [13] and its ex-
tension for NoSQL databases de ned in [26] we iden-
tied a set of assumptions made over the framework
and their impact when the dataset is tabular:
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(a) Baseline approach.

JSON and XML as they include methods to query
them (JSONPath, XPath). This is the main issue
that needs to be solved in order to query tabular
datasets in a virtual OBDA context and has a di-
rect impact on the rest of the assumptions.

S typically includes a set of domain and in-
tegrity constraints. In the case of querying a tab-
ular dataseDigpyiar, S is de ned using column
names extracted fromapyuar and it does not in-
clude any constraint types (neither domain nor in-
tegrity constraints). This has a negative impact
not only in terms of query execution time but also
over query result completeness as there will be
gueries that cannot be executed due to the lack of
explicit domain constraints.

D is an RDB instance or a NoSQL database in-
stance, that includes an RDB wrapper able to pro-
vide arelational view oves andD. In the context

of a tabular datasatabulan D:Rwrappel( Dtabular)
where Ryrapper iS a relational database wrapper
that satis esS.

© 0O N O U~ W N P
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(b) Enhanced virtual OBDA work ow. 01

Fig. 2.Virtual OBDA for tabular data approaches. The baseline approach creates the schema and relational database instance extracting @
and columns names from the tabular dataset. The proposed work ow exploits the information from the mapping rules and metadata to extr&ated

a set of constraints and applying them over the tabular data to generate the schema and the relational database instance. 24
25

guage for querying this format, which generates 4.2. From a virtual tabular dataset to an OBDA 26

an important difference with other common for- instance 27
mats for exposing raw data on the web such as 28

Based on the previous OBDA assumptions, we de- 29
ne the concepts and functions to address the problem 3o

of querying a tabular dataset in OBDA. 31
De nition 1. A virtual tabular dataset is de ned as 22
a tuple VT D=hDigpyiar; O; M; MDi- where Digpyiar iS 2
a tabular dataset that is composed of a set of data a5
sources, de ned aBapyar = f S5 ;S0 and where 26
eachs is a tabular relation de ned over the domains 37

is the number of attributes &f. O is an ontology, and 2§
M is a set of global as view mappings betwe&2and 20
scheméDipuar) . MD is a set of metadata tabular “
(domain) annotations, where for eagtthere existsa

setf (Aig; TYPEAL)); 1 (Aim; TYPEAim))gin MD. 4

Example 1The virtual tabular dataset of the GTFS 44
of Madrid's metro system can be de ned4&T FJiclio, 45

where the dataset is composed by of 10 different tabu- 46
47

10A relation is de ned as the subset of the Cartesian product of
the domains of the attributes.

11The set of the attributes of each tabular relatio®igyyiar, i.€., 50
schemé@Diapuiar) = FAt(S);:::;Att(sh)g 51

49
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Fig. 3. The Morph-CSV Framework. Morph-CSV extends the starting phase of a typical OBDA system including a set of steps for dealing:jLg
with the identi ed tabular data querying challenges. The framework rst, extracts the constraints from mappings and tabular metadata and th2n,

implements them in a set of operators that are run before executing the query translation and query execution phases, which can be delegaied to

any SPARQL-to-SQL engine. The mapping rules are translated accordingly to the modi ed tabular dataset to allow its access by the underlging

OBDA engine.

lar sources in CSV form@&@ T F Sapuiar, LinkedGT F$2
is the ontology, the mapping@ML + FnOgtks, fol-
lowing the RML+FnO [7] speci cation, de ne the re-
lation between the input sources and the ontology and,
nally, the metadataCS VW tks is de ned according
to the W3C recommendation, CSVW [9], specifying a
set of constraints extracted from the GTFS reference
data modéf.

Given aVTD, we de ne the function (VTD) =
Pl where Pl is an OBDA instancePl = hP,Di
where D=Rurapped Dtabular) @nd P = hO; S; Mi is an
OBDA de nition where S does not contain any type
of constraint. We extend the functiof{\VT D) with
the aim of enhancing the virtual OBDA baseline ap-
proach over tabular data. We de né* (VTD)=PI
as a function that extracts a set of constraints from
M and MD and then applies them ovéypyar to
obtain PI. More in detail, the function can be ex-
pressed as ** (VT D)= (Diabular; O; M; (M; MD))
where the function (M; MD) = C extracts a set of
constraints from OBDA annotations for tabular data.
Then, (Diapuar; O; M;C) applies the constraint€
over Diapuiar tO create a relational database sch&na
and its corresponding instanBg. In summary, the -

L2https:/ilov.linkeddata.es/dataset/lov/ivocabs/gtfs
L3https://developers.google.com/transit/gtfs/reference

23

24
nal output is an OBDA instandel’ = hP"; D’i, where 25

D’ is a relational database instance that is compliant 2%
with the main assumptions of the OBDA framework -,
andP’ = 10;S’; M"i whereS’ contains a set of do- 28
main and integrity constraints amd’ are the mapping o9
rules that de ne the relations betweénandS’. Fol- 30
lowing the proposed work ow in Figure 2b, the user 3
rst de nes the query based on the concepts de ned 3,
in the ontology, and then, during the starting phase, 33
the ** (VTD) is performed. During the execution of 34
the function, rst, the constraints from mappings and 35
annotations ((M; MD)) are extracted, and then the 3
OBDA instanceP!’ is generated where the constraints 37
are applied to ef ciently create the scher@aand the 38
relational database instanpe. Mappingrules are also 39
translated, fronrM to M°to be aligned with the new 4o
created schem&xample 2.The process of applying s
the function ** (VGTFSNSY°) generates the OBDA 42
instancePIGT FSNelo . The features of this output are 43
a relational database sche@a FSschema @ relational a4
database instand8T FSs g, compliant with the de- 45
ned schema, and a set of mapping rules following 46
the R2RML W3C recommendatioR2RMLgTfs, that a7
represent the relations betwe&T FSschemaand the 48
LinkedGT FSontology. 49

Constraints are conjunctive rules speci ed for tabu- so
lar data that restrict the valid data in one or more ta- 51
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Table 3
1
Summary of constraints, corresponding functions and OBDA annotations applied by Morph-CSV 2
Step Constraint/Improvement Rule/Annotation Function Challenge 3
. SSG from Quer select_annotationg . 4
Extraction Reduce search space - Query = Selection
Mapping Rules select_sources 5
Data 2NF csvw:separator split o 6
N lizati TrinlesM ™ Normalization 7
ormalization riplesMap wi
3NF plesivap cut 8
same source 9
csvw:null, csvw:default sub 10
Data Standarization csvw:format, etc. ) 1
. - Heterogeneity
Preparation fnml:functionvValue create 12
Duplicates - duplicates 13
Sch Primary Key csvw:primaryKey primaryKey 14
chema
Creati g Foreign Key csvw:foreignKey foreignKey Lightweight 15
reation an
Load DataType csvw:datatype datatype Schema 16
oa — - 17
selectivity on mapping | .
Index o y Pping index 18
join conditions 19

bles.C is a set of constraints, where each constraint

is a logical statement that expresses the condition that
needs to be satis ed by the data in order to be valid.
Each constraint is applied through a function.

Example 3CSVW allows expressing a primary key
constraint for a table. The function(M; MD) = C
generates the corresponding constraints in the form of
a functionprimaryKey(t; a) that applies this constraint

N
o

number of results in the evaluation of the same
queryQ over the functioreval(Q; (VTD)), i.e.,

# answerg¢eval(Q; ** (VTD))) >

# answergevalQ; (VTD))).

— The total execution time of evaluating a SPARQL
queryQ overevalQ; ** (VTD)) islessthanor 5
equal than the total execution time of the same ,;
SPARQL quenyQ over the functioreval(Q; (VTD)), s

N NN NN
a » W N P

to a sourced and a set of columna, and generates a ie., 29
primary key in the output schema.

Given an OBDA instanceéPI=hP;Di, we de ne
the functioneval Q; P1), that retrieves a SPARQL an-
swer set that is the result of the translationfrom
SPARQL to SQL using the mapping rulés de ned
in P, and then evaluating the query directly or

4.3. Problem statement and solution

Based on the preliminaries and assumptions on the
OBDA framework, we now de ne the problem that we
address in this paper and Morph-CSV, our proposed

solution.

Problem statement:Given aV T D, the problem of
OBDA query translation over tabular data is de ned as
the problem of explicitly enforcing implicit constraints
C extracted from mapping ruldd and metadatd D

on a tabular datas@¥,pyiar, such that:

— The number of results obtained in the evalua-
tion of the SPARQL quen@Q over the function
evalQ; ** (VTD)) is equal or greater than the

timglevalQ; ** (VTD))) 6 30
timeg(evalQ; (VTD))). 31
32
33
4

Proposed solution: We propose Morph-CSV, an al-
ternative to the traditional OBDA work ow for query
translation when the input is a tabular dataset (see Fig- 3
ure 2b and Appendix A). Morph-CSV relies on the
functionevalQ; ** (VTD; (M;MD))), to apply the
tabular dataset constrains. Thus, Morph-CSV extends 87
a typical OBDA work ow by including a set of steps 38
for a maintainable extraction and ef cient application

of constraints. The work ow proposal is as follows:

36

— Constraint Extraction: the evaluation of the 42
function (M;MD) produces as output the set of 43
constraintsC; it exploits the information de ned 44
in the annotations oM and MD, i.e., the set of 45
metadata tabular annotations and mapping rules, 46
respectively. Atimplementation level they are ex- 47
pressed as CSVW speci cations and RML+FnO 48
mapping rules. 49

— Source Selection in this step the sources re- 50
quired to evaluate the SPARQL que@yare se- 51
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lected. The required data sources correspond to
the set of sources in the result of unfolding 3]
according to the mapping rules M.

— Normalization: metadata and mapping rules are
used to extract functional dependencies between
the attributes of the data sources. The algorithm
by Beeri et al. [27] is followed to transform tab-
ular data sources into tabular relations that meet
third normal form (3NF).

— Data Preparation: application of the transforma-
tion functions based on the extracted domain con-
straints and on a set of optimization techniques
that adapt the ideas proposed in [24, 28, 29] to a
virtual OBDA environment.

— Schema Creation and Load creation of the
schema and loading the data into the database in-
stance applying a set of rules for index creation.

— Query Translation and Executionthe evalua-
tion of the queryQ is delegated to any OBDA
SPARQL-to-SQL engine.

We show the work ow of Morph-CSV in Figure 3 with
the inputs and outputs of each step.

4.4, Steps performed in the Morph-CSV framework

We describe in detail the steps proposed in Morph-
CSV together with an example extracted from the
benchmark for virtual knowledge graph access, Madrid-
GTFS-Bench, using the query shown in Figure 4a,
the GTFS feed from the Madrid metro as source data,
and the corresponding RML+FnO mapping rules and
CSVW annotation$.

Constraint Extraction

The rst step performed by Morph-CSV is the ex-
traction of the constraints that are applied to improve
query execution and completeness. Morph-CSV bene-
ts from having declarative and standard approaches to
generalize this step: CSVW [9] for the metadata; and
RML+FnO [7] for mapping rules and speci ¢ transfor-
mation functions. Thus, maintainability, understand-
ability and readability of this process are improved in
comparison with ad-hoc pre-processing approaches.

Most of the constraints such as PK-FK relations,
datatypes or NULL values are explicitly declared in

dexes, that require complex rules to extract them and 1
that are explained in detail in the corresponding steps. 2
The summary of the constraints, associated functions, 3
and properties used from OBDA annotations to extract 4
them, are shown in Table 3. 5

Source selection

The second step is to select the relevant sources to
answer the input query. The baseline approach dele-
gates this step to the RDBMS: it loads all the sources 10
of the dataset in the RDB instance because it does 1
not have information about which sources are going
to be queried. This has a negative impact in the to-
tal execution time of a query. Taking the input map-
ping rules, Morph-CSV performs query unfolding, and
pushes down source selection by executing the func- 1
tion selec{Q; M), divided into two main steps. First,
Morph-CSV performs an operation to select only the
relevant annotations for answering the input query,
select annotation$Q; M). It rst creates the set of star
shaped groups SSG: :SSG, of the query [31] (triple
patterns with the same subjeét)Then, for each SSG
and rr:TriplesMap TM; dened in M, the en-
gine selects th& M; where the predicates in SS&re
contained in the set of:PredicateObjectMap
(POMs) de ned inT M;. Finally, for each selected
rr:TriplesMap T M;j, Morph-CSV only selects the
POMs according to the predicates de ned in the §SG
hence, removing from eachiM; irrelevant rules for
the input query. Using these mapping ruhds, onl 30
relevant metadata annotations are also seleﬁnéﬁ%./ 31
The obtainec!J mapping rules in this stem? and an- 32
notationsMD, substitute the original ones MTD. 33
An example of this step is shown in Figure 4, where 3,4
the input query asks for trips, their route type, routes z5
names and corresponding time frequencies. Morph- 3¢
CSV rst creates the SSGs, 3 in this case, and using 37
the predicates of each SSG, theTriplesMap 38
are selected from the general GTFS mapping docu- 39
ment, discarding the rest of the rules. Then, it only 4
selects the necessary POMs for evaluating the querys;
such asgtfs:startTime , gtfs:shortName 42
andgtfs:routeType (Figure 4b). 43

Second, Morph-CSV rurselect source$M), where 44
it projects, from the inpuDiapyiar, the sources and 45
columns that are referenced M, hence, relevant 45

© 00 N O

the metadata of the sources. However, there are a sources for the input query. The output of this func- 47

set of implicit constraints such as the conditions for
the normalization of sources and the creation of in-

14Resources at: https://github.com/oeg-upm/gtfs-bench

tion generates a set of new tabular sourges: s, that 48
49

15As usual in these approaches, we assume bounded predicates in°
the triple patterns 51
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(a) Input SPARQL query.

(b) Mapping rules selection.

© 0O N O U~ W N P
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Fig. 4. Selection of Mapping RulesBased on the SPARQL query relevant rules are selected (in bold), the rest are discarded. These rules e

serialized in YARRML [30]

substitute the originaDiapuiar in VT D. Following the

previous example, Figure 5 shows the selection of the a newrr:TriplesMap

relevant columns of souraeutes.csywhere Morph-

CSV has the original source as input (Figure 5a), and rr:TriplesMap

this function modi es the mapping documekt with
T M; generated for the new
sources and arr:joinCondition between the
of s;, TM; and T M. The appli-

27
28
29
30
31
32

discards the unnecessary columns of the source basedcation of this function is known as the normalization 33
on the mapping rules, obtaining as output the source step for second normal form (2NF) [32]. The problems 34

with the relevant columns for evaluating the input

of not performing this step are already mentioned in

35

query (Figure 5b). Note that in this step, unnecessary Section 2, where the multi-valued columns affect the 36

sources from the input GTFS feed suchagency.csv
andstops.csware also discarded.

Normalization

There are two functions for performing data normal-
ization. The rst one is the treatment of multi-values
in a column. In this case, Morph-CSV performs the
function split(A;j; sep whereA;; is the multi-valued
column of sources; and sepis the character de ned
in the CSVW metadata using tlesvw:separator
property. The output is a modi e T D with a new
sources containing the separated values in one col-
umn with a common identi etD;; in another column
and ans? source where the values éf; are substi-
tuted by the identi er de ned ins;, ID;;. Additionally,

guery completeness.
The second function is the treatment of multiple en-

tities in the same source. Morph-CSV takes the map-

ping rules and executes the functioat(M ; Diapuiar) -
This function analyzes the mapping rulés, and
performs a 3NF [32] normalization step oM®fapular
when there are two sets of mapping rul@s\; and

TM,) that have the same source, and the intersec-

tion of their columns in the rules only contains the
join condition references. Following a similar ap-
proach as in 2NF, the output is a modi e€dTD
with a set of new sources:::s,, each one with the
corresponding columns of each entity. For example,
in Figure 6 we show the 3NF normalization of the
routes.csvle, that generates an auxiliary source for

37
38
39
40
a1
42
43
44
45
46
47
48
49
50
51
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(a) Original routes.csv input source.

(b) Output of routes.csv source.

Fig. 5. Source SelectionBased on the selection of the rules, only
the route_id and trip_id columns are selected, discarding the rest of
the elds.

the rr:TriplesMap with the gtfs:RouteTypeen-

tity data (Figure 6), removing that information from
routes.csvin several data integration approaches, nor-
malization steps are not taken into account in order
to improve query execution (reducing the number of
joins among sources). However, in the case of RDF,
where each entity of a class has a unique URI (sub-
ject), joins cannot be reduced (see input mapping in
Figure 4b). This means that taking into account nor-
malization steps in an OBDA context not only helps
to improve query completeness, but also helps to im-
prove performance. Additionally, normalization is also
essential for allowing Morph-CSV to ef ciently run
data preparation steps, as we show in the next step.

Data preparation

In this step, Morph-CSV addresses the challenge of
Heterogeneityand executes three different functions:
duplicates sub and create First, Morph-CSV re-
moves all duplicates in the raw data, not only the origi-

© 0O N O U~ W N P

(a) Routes.csv after the 3NF normalization step.

(b) Route_type.csv le generated with Morph-CSV. 27

Fig. 6. Normalization. 3NF Normalization step over theutes.csv 29
le generating other le with the data fogtfs:RouteType class. 30

31
ing the normalization step (see Figure 6b). It applies 3;
the ideas described in [28], performidgplicate$s;) 33
wheres; is a source iDpuiar- AS it has already been 34
demonstrated in [24, 28, 29], this step not only has a 35
high impact on the behavior of these engines, but in 3
this case, it also reduces the number of operations per-z7
formed by Morph-CS\subandcreate as they are de- 33
ned as deterministic functions. The rst one is de- 39
ned assul{exAjj); val) whereex [ Ajj) is a boolean 40
function over colummd;; of sources; that when true, 4
the value of; is substituted byal. There are multiple 42
substitution functions that Morph-CSV executes such a3
as default values, null values and date formats. This 44
function is one of the most important for enhancing 45
the completeness of the query (e.g., enforcing the de- 46
fault values of a column). The second function creates 47
a new column in a speci ¢ sourcs. It is de ned as 48
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Fig. 7. Data preparation sbute-types.csve.

is used to push down the application of ad-hoc trans-

formation functions, usually de ned inside the map-
ping rules [7, 8], thus, avoiding the incorporation of
them inside the SQL translated query. In Figure 7 we
show theroute_type.csJe after the execution of this
step. First, Morph-CSV removes the duplicates of the
le obtaining as output a le with only two rows.
Then, it executes the transformation function de ned

in the mapping rules and creates a new column in the

le, generating the desired value for the subject of the
class according to the LinkedGTFS ontology, “Sub-
way”. Additionally, the engine substitutes the de ni-
tion of the transformation functions in the mapping
rules by a reference to the created column. In this
manner, Morph-CSV ef ciently performs theuband
createfunctions directly over the raw data and together
with the normalization step. Thus, the number of joins
in the input query is reduced.

Schema creation and load
The nal step before translating and executing the

query is the creation of an SQL schema applying the

rest of the identi ed constraints, and loading the se-

lected tabular data sources. Besides the typical in-

tegrity constraints that can be extracted from CSVW
annotations (PK/FK), Morph-CSV implements a rule
for creating indexes in the RDB instance in order to op-
timize the execution of query joins. In tabular datasets,
it is common that the join conditions de ned in the

mapping rules are based on columns that are not part of

PK-FK relations; thus, they are not indexed and OBDA
optimizations do not have the desired effect. To ad-
dress this problem, Morph-CSV gets threchild
andrr:parent references of the mapping rules and
calculates their selectivity on the y. Then, taking this
selectivity into account Morph-CSV decides to create,
or not, an index over these columns. Additionally, the

mapping document is translated so that it is aligned
with the RDB schema that has been created. Figure 8
shows the RDB schema generated by Morph-CSV for

the input query in Figure 4a, with the applied domain
and integrity constraints.

There are two main points that make the contribu-
tions of Morph-CSV relevant: (i) it incorporates the

© 0O N O U~ W N P

Fig. 8. Generated schemaThe schema generated by Morph-CSV
extracting domain and integrity constraints from the annotations and 12
based on the identi ed sources selected from the input query. 13

steps to the standard OBDA work ow without mod- 15
ifying the rest of the steps, hence, it can also bene- 15
t from optimizations in other steps of the work ow 17
like query rewriting (reasoning) [33] or query transla- 1s
tion (SPARQL-to-SQL) [6], and (ii) the reliance of the 19
approach on declarative and standard annotations forzo
OBDA allows the generalization of the proposed steps, 21
usually solved in an ad-hoc manner, not only automa- 2
tizing the process but also improving its maintainabil- 23
ity, understandability and readability. 24
25

26

5. Evaluation 27
28

This section reports on the results of the empirical 29
evaluation conducted to test the effect of respecting 3o
constraints, on the y, during OBDA query translation 31
over tabular data. The hypotheses we want to validate 32
in our work are: 33

— H1) The application of a set of domain and in-
tegrity constraints over tabular data sources to %
create an RDB instance ensures the effectiveness™°
of SPARQL-to-SQL optimizations proposed in !
the state of the art.

— H2) Extending a common OBDA work ow with
a set of additional steps to deal with the chal-
lenges for querying tabular data, does not impact
negatively on the total query execution time.

— H3) The exploitation of declarative and standard
annotations in the process of querying tabular
data in an OBDA environment, guarantees the
independence of the solution and its application
over different domains.

38

R A
N o o0 W N P O

48
Aligned with the de ned hypothesis, our aim is to 49
answer the following research questioR€1) What 50
is the effect of combining different types of con- 51
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straints over a tabular datasel®Q2) What is the a query has to be answered, and Morph-CSV that im- 1
impact of the constraints when the tabular dataset plements the full proposed work of%. To ensure the 2
size increasesRQ3) What is the effect of differ- reproducibility of the experiments, we also provide all 3
ent kinds of SPARQL query shapes in the extraction of the resources in a docker image. 4
and application of constraints?. To answer these ques- Metrics. We measure the loading time of each query 5
tions, we have performed three evaluations in differ- and the total query execution time (including the steps 6
ent domains: e-commerce, transportation, and biol- proposed by Morph-CSV or baseline when appropri- 7
ogy. Our rst evaluation is in the e-commerce domain, ate), and the number of answers obtained (see Ap-8
in which we used the Berlin SPARQL Benchmark pendix C). Additionally, we detail the times of each 9
(BSBM) [14]. Our second evaluation is in the trans- proposed step of our work ow in the execution of 10
portation domain in which we used the GTFS-Madrid- €ach query using Morph-CSV in both con gurations 11
Bench [15]. This benchmark focuses on measuring the (see Appendix D) following the recommendations pro- 12
performance of ontology based data access for hetero- posed in the GTFS-Madrid-Bench [15]. Each query 13
geneous data sources, based on the publicly-releasedwas executed 5 times with a timeout of 1 hour in cold 14
public transportation data in GTFS format. One of the Mmode, that means that the corresponding database is5
resources provided by GTFS-Madrid-Bench is a tab- generated each time a query is going to be evaluatedzs
ular dataset together with its corresponding mappings In order to ensure up to date number of answers. Re-17

and annotations together with a set of representative garding the completeness of the queries, both BSBM 18
SPARQL queries. Finally, our third evaluation is inthe ~Penchmark and GTFS-Madrid-Bench provide an RDF 19

domain of biological data, in which we extend one of materialized version of the input sources that has been2o
our previous proposals [34] for the generation of an loaded in a triplestore (Virtuoso in the case) and used 21
OBDA layer over Bio2RDF tabular datasets. Appendix S gold standard. To analyze the completeness of eacte2
B presents the features of the queries together with GUery, we compare the cardinality of the result set of 23

the constraints and number of sources used by Morph- each con guration against the gold standard assuming 24
CSV. In all of the evaluations the common con gura- its correctness. In the case of the Bio2RDF use case,25

tions are: we cannot compare our results with any gold standard 26

Engines. The baselines of our study are two open as the last dump version of the project [36] is not com- 27
source SPARQL-to-SQL OBDA engines: Ontép’ parable with the current status of the input sources, as 28

v3.0.1 and Morph-RDB v3.9.15, We select these two W€ declare in one of our previous works [34]. The ex- 29
engines as they are open source engines (others Sudpgnments were run in an Intel(R) Xeon(R) equipped 30
as Ultrawrap [35] are not openly available) and also with a CPU E5,'2603 v3 @ 1.60GHz 20 cores, 64GB 31
the ones that incorporate the set of most relevant op- memory and with the O.S. Ubuntu 16.04LTS. %
timizations in the SPARQL-to-SQL query translation 51 BSBM 23
process [6, 10]. To evaluate the baseline approach, we = ™ as
manually generate the relational database schemes of

each benchmark without any kind of constraints, and The Berlin SPARQL Ber_lchmark [14] IS one the 26
. . most popular benchmarks in the Semantic Web eld 37
measure the load and query execution times. In or-

: . that not only tests the performance of RDF triple 38
der to measure the impact of the additional steps pro-
2021 . stores, but also tests approaches that perform SPARQL-39
posed by Morph-CS¥:2021 we integrate our solu- . . .
: . ) : to-SQL query translations providing an RDB instance. 40
tion on top of the two OBDA engines in two differ- It is the chosen benchmark to test the capabilities of 41
ent con guration: Morph-CSV that does not include b

. ) . __man -of-the-art OBDA engin 12]. 42
the source selection step, hence, it loads and applies any state-of-the-art O engines [5, 6, 12]

all the constraints over the input data source each time Datasets, annotations and queriesin order to test e
P our proposal we decided to adapt BSBM, extracting 44

the tabular data sources in CSV format from the SQL 45

18https://github.com/ontop/ontop generated instances. Additionally, we create the corre- 46

1"\We modi ed the default con guration of Ontop extending the sponding mapping rules in RML and the metadata fol- 47
maximum used memory from 512Mg to 8Gb 48

18https://github.com/oeg-upm/morph-rdb

L9https://doi.org/10.5281/zenodo.3731941 22We name the combined engines as follows: a) Morph-CSV: 49

2Ohttps://morph.oeg. .upm.es/tool/morph-csv Morph-CSV+Morph-RDB, and Morph-CSV+Ontop; b) Morph- 50

21https://github.com/oeg-upm/morph-csv CSV : Morph-CSV +Morph-RDB, and Morph-CSV +Ontop 51
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(a) Loading time for BSBM 45K. (b) Loading time for BSBM 90K. iz
17
18
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20
21
22
23
24
25
26
27
28
29
30
(c) Loading time for BSBM 180K. (d) Loading time for BSBM 360K. 81

32

Fig. 9.Loading Time of Tabular Datasets in BSBM.Loading time in seconds of the tabular datasets from the BSBM benchmark with number33
of products 45K, 90K, 180K and 360K. The baseline approach (red columns) and Morph-(i§ht green) are constant for each dataset and 34

guery, while Morph-CSV (dark green) depends on the query and number of constraints to be applied over the selected sources. 35
36
lowing the CSVW speci cation. We measure the load- 5.1.1. BSBM Results 37

Ing time of the two proposals (baseline and Morph- Loading Time The results of the load time for each
CSV) for each query in the benchmark. Since the fo- . N 39

f Moroh-CSV i tthe i tof th guery and dataset size are shown in Figure 9. The 0
cus ot Morph- IS notthe Improvement ot the Sub- 1, Jin difference between baseline and Morph-CSV
port of SPARQL features in the query translation pro-

. in comparison with Morph-CSV is that while the load-
cess, we only select the queries of the benchmark that i, yime for the rst two methods is constant for each 4

include the supported features by each engine. This size, Morph-CSV loading time depends on several in- ,,
means that Morph-RDB will be evaluated over the put parameters such as the query and the number and,
queries Q1, Q2, Q3, Q4, QS5, Q6, Q7, Q8, QI, Q10 type of constraints. In the case of Morph-CSV, it could
and Q12 and Ontop will be evaluated over Q1, Q3, pe understandable that the application of a set of con- 47
Q4, Q5 and Q10, both of them using the correspond- straints over the raw data in order to improve query s
ing R2RML mapping document. For the baseline ap- performance and completeness, would have a negativesg
proach we manually create the RDB schema without impact in the loading time. This happens in queries so0
constraints. Q8 and Q11, where the number of sources and thes:
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15 (a) Query execution time for BSBM-45 with Morph-RDB. (b) Query execution time for BSBM-90 with Morph-RDB. 15
16 16
17 17
18 18
19 19
20 20
21 21
22 22
23 23
24 24
25 25
26 26
27 27
28 28
29 29
30 (c) Query execution time for BSBM-180 with Morph-RDB(d) Query execution time for BSBM-360 with Morph-RDB. 30
31 31

Fig. 10.Query execution Time of Tabular Datasets in BSBM with Morph-RDB. Execution time in seconds of the tabular datasets from

3 the BSBM benchmark with scale values 45K, 90K, 180K and 360K. The baseline Morph-RDB approach (red columns) is compared with %ﬁe
33

33 combination of Morph-CSV (dark green) and Morph-CS{light green) together with Morph-RDB.

34 34
35 application of the constraints (mainly integrity con- for any query. In the case of Morph-CSY applying 35
36 straints), impact negatively on the loading time of the all the constraints de ned for the whole dataset each 36
37 data in the RDB instance in comparison with the base- time a query has to be answered, has a negative impact’
38 line approach. However, in the rest of the queries, the in the loading time, obtaining the worst results in the 38
jz Morph-CSV steps focus on the selection of constraints, loading phase. jz
a spurpes and columns, gnd on exploiting the informa- Evaluation Time with Morph-RDB  The query exe- “
4 tion in query and mapping rules, improving the load-  ¢ion time using Morph-RDB as the back-end OBDA 4
43 ing time for each query in comparison with the base- gngine is shown in Figure 10. The rst remarkable ob- 43
a4 line loading time. This means that, although the engine seryation can be seen in query Q5. Although this query 4s
45 is including a set of additional steps during the start- contains features supported by Morph-RDB, the en- 45
46 ing phase of an OBDA system, the application of these gine reports an error when evaluating the query over s
47 steps only over the data that is required to answer the the database generated by the baseline approach, bes7
48 query, has a positive impact in the total query execu- cause it is not able to evaluate the arithmetic expres- 48
49 tion time. Additionally, we can observe that Morph-  sions in the FILTER clauses. On the contrary, the 49
50 CSV is able to process, apply the different constraints, datatype of each column in the database generated byso

51 and generate the corresponding instance of the RDB Morph-CSV (and also Morph-CSV) is properly de- 51
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14 14
15 (a) Query execution time for BSBM-45 with Ontop. (b) Query execution time for BSBM-90 with Ontop. 15
16 16
17 17
18 18
19 19
20 20
21 21
22 22
23 23
24 24
25 25
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27 27
28 28
29 29
30 (c) Query execution time for BSBM-180 with Ontop. (d) Query execution time for BSBM-360 with Ontop. 30
31 31

Fig. 11.Query execution Time of Tabular Datasets in BSBM with Ontop.Execution time in seconds of the tabular datasets from the BSBM

3 benchmark with scale values 45K, 90K, 180K and 360K. The baseline Ontop approach (red columns) is compared with the combinationzof
33

33 Morph-CSV (dark green) and Morph-CS\light green) together with Ontop.

34 34
35 ned, making it possible for Morph-RDB to evalu-  the effect of the optimizations. Finally, there are cases 35
36 ate the query without any problem and obtaining the where optimizations over the indexes cannot be ap- *°
37 7

expected results. Another remarkable difference is in plied (e.g. querying all the properties of a class). We 3
38 . . . 38
w0 query Q2, which contains a large number of joins, gpserve this behavior in Q8, in which the difference w0

0 Morph—RDB reports a timeout error for 180K'and between the Morph-CSV+Morph-RDB and Morph-
360K with the database generated by the baseline ap- gpg approaches is minimal and this behavior is con-

41 L . 41
42 proach. Howevgr, itis still able to evaluate this query sistent in all size of datasets. In general, Morph-CSV 42
in reasonable time over the databases generated by :
43 obtains worse results than Morph-CSV+Morph-RDB 43
a4 Morph-CSV and Morph-CSV. The effect of the ap- and Morph-RDB alone. The results are understandable 44
45 plication of integrity constraints in the generation of ; P } B C T ) 45
45 the RDB instance can also be seen in most of the 85 this cqn guration has to invest time in preparlng the 4
a7 queries (i.e., Q1, Q2, Q3, Q6, Q9, Q10) reducing con- full RDB mstanceT for each 'query,.executmg many un-
48 siderably the query execution time in the database gen- N€cessary steps in comparison V\{lth Morph-CSV. How- .
49 erated by Morph-CSV in comparison with the baseline €ver, in some cases the evaluation time is better than g
50 approach. There are cases (i.e., Q4, Q7, Q12) where the one obtained over the Morph-RDB con guration, so

51 the amount of data to retrieve is large, minimizing where clearly the creation of indexes and integrity con- 51
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straints play a key role in the performance of the query they cannot perform the correct comparison among 1
execution (see Q2). different datatypes in the relational database instance.2
We demonstrate with the application of Morph-CSV 3
that queries can be answered and the correct number of
results can be obtained. Additionally, thanks to the ap- 5
plication of indexes and integrity constraints there are 6
some queries such as Q1 and Q2 that can be answered
by Morph-CSV con guration but not by the baseline, 8
which means that thanks to these steps we are ensuring
the effectiveness of the optimizations provided by On- 10
top and Morph-RDB in the SPARQL-t0-SQL transla- 11

. . tion process. 12
CSV is lower than the query evaluation time over the P 13

baseline database. Note that in larger databases (180K ) . "
and 360K), Q1 and Q4 can only be evaluated over >2+ GTHS-Madrid-Bench ,

the databases gengrated by Morph-CSV. The Morph The GTFS-Madrid Benchmark [15] consists of an 16

CSV con guration is also able to answer the queries - 17
. . .~ ontology, an initial dataset of the metro system of

just as the Morph-CSV standard con guration, but in ) . 18

) : ) . . Madrid following the GTFS model, a set of map-

comparison with this con guration, the performanceis .~~~ - . 19
. . . o pings in several speci cations, a set of queries accord-

being affected due the inclusion of the additional and 20
ing to the ontology that cover relevant features of the

unnecessary steps. 1
. . . . SPARQL gquery language, and a data scaler based on &
As mentioned in the Ontop repository pagein- state on th?—z artypropgosagll [39]. 22

tegrity constraints are essential for the correct behav- : .
grry Datasets, annotations and queriedVe selectthe tab- %

ior of the engine. Although it i f th f . )

oro the engine. Alt oug tis OL." of the scope ot ular sources of this benchmark (i.e., the CSV les) and 2

this paper, we observe in our experiments that the main - . . 25
we scale up the original data in several instances (scale

reason vyhy Qntop is only aple to answer half qf the factors 10, 100 and 1000). Each generated dataset’®

queries in this benchmark, is related to some issues is denoted as GTES-where S is the scale factor. 27

about maintaining the desirable properties [37] when . o8
The resources of the benchmark already include the

translating RZRML mapping rules to its own map- necessary mapping rules and tabular metadata. Like?®

PINgs, cglled .OBDA‘ The engine also fails to evalu- our previous evaluation with BSBM benchmark, we 30
ate queries with OPTIONAL clauses when there are . . 31
only select the queries with features that are supported

NULL values in the answers, as they acknowledged, it by each engine: Morph-RDB will be evaluated using 32

:i ?r?:??;;??;;?ls support has not been implemented queries Q1, Q2, Q4, Q6, 7, Q9, Q12, Q13, Q14, Q17 33
' and Ontop will be evaluated using queries Q1, Q2, Q3,
Query completeness.In Table 7 we show the query  Q4, Q5, Q7, Q9, Q13, Q14, Q17. The description and %
completeness obtained with the BSBM benchmark. It features of each query are also available oifine %
is important to remark that our intention to use this
benchmark is for testing performance capabilities of
our proposals, the input sources are extracted from Loading Time The loading time of the GTFS-
the BSBM relational model, which is a well formed Madrid-Bench queries is shown in Figure 12. For X
and normalized RDB instance. However, there are GTFS-1 the baseline approach clearly has better per-,,
still some cases where we identify the need of apply- formance than Morph-CSV. However, when the size
ing constraints over the relational database, which are of the datasets increases, the positive effects of apply-
Q5 in the evaluation over Morph-RDB and Q5 and ing constraints become more apparent. For most of the
Q10 over Ontop. In these cases, the baseline con g- queries, the loading time needed by Morph-CSV is
urations of the engines are not able to answer those lower in comparison to the loading time in the base-
queries, not because they do not support a feature of line approach. Additionally, similarly to BSBM, there
the SPARQL query or cannot do it on time, but because are a set of queries where the application of integrity

Evaluation Time with Ontop The query execution
time using Ontop as the back-end OBDA engine is
shown in Figure 11. Like Morph-RDB, Ontop needs
the Morph-CSV generated databases to be able to eval-
uate Q5 due to the arithmetic expressions of its FIL-
TER operators. Additionally, it also fails in Q10 be-
cause it cannot process a FILTER with a date value.
In the rest of the queries (Q1, Q3, Q4) we can see
that the query evaluation time in Ontop with Morph-

37
5.2.1. Madrid-GTFS-Bench Results 38
39
40

Z3https://ontop-vkg.org/tutorial/mapping/foreign-keys.html 24https:/lgithub.com/oeg-upm/gtfs-bench/ 51
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(a) Loading time for GTFS-1.

(c) Loading time for GTFS-100.
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(b) Loading time for GTFS-10.
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(d) Loading time for GTFS-1000.
32

Fig. 12.Loading Time of Tabular Datasets in GTFS.Loading time in seconds of the tabular datasets from the Madrid-GTFS-Bench with scale33
values 1, 10, 100 and 1000. The baseline approach (red columns) and Morph{G§\ green) are constant for each dataset and query, while 34
Morph-CSV (dark green) depends on the query and number of constraints to be applied over the selected sources. 35

constraints has a negative impact on the loading time
(queries Q1 and Q9). The impact of the application of
all of the constraints for answering each query, pre-
sented by the con guration Morph-CSV clearly im-
pacts over the performance in the loading time.

Evaluation Time with Morph-RDB The query exe-
cution time with Morph-RDB as the back-end OBDA
engine is shown in Figure 13. Analyzing the results,
we generally observe that the incorporation of Morph-
CSV in the work ow of OBDA enhances query per-
formance. With respect to the results of each query,

36
data sources needed to answer the query do not in-5,

clude the application of several constraints (e.g. there 54
are no joins in the query). On the other hand, in the ;4
case of complex queries such as Q4, Q6, Q9, Q13 and,q
Q14, where several tabular sources are needed to an4;
swer the queries, the application of constraints has a 4,
better impact in comparison to the the baseline ap- 43
proach. Similar behavior is shown over Morph-CSV 44
where the complexity of the GTFS data model, with 45
many sources, columns and relations among them, hass
a clear impact on the total execution time of each 47
guery, obtaining worse performance than the baseline a8

we can observe that on the one hand the behavior of in most of the cases. However, for example, in the 49

the engine over simple queries (Q1, Q2, Q7, Q12 and

case of query Q9, Morph-RDB is not able to evalu- so0

Q17) is similar. This is understandable as the selected ate the query over the 10th scale database generated:



© 0O N O U~ W N P

NN NN NNRNNNNDNIERRRRRR B B B B
© ® N o OB WNP O ®© ©® N O O S~ ®WN P O

30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51

20 Chaves-Fraga et al. / Enhancing Virtual OBDA over Tabular Data with Morph-CSV

© 0O N O U~ W N P

L =
A W N B O
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(c) Query execution time for GTFS-100 with Morph-RDB(d) Query execution time for GTFS-1000 with Morph-RDB.
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Fig. 13.Query execution Time of Tabular Datasets in GTFS with Morph-RDB. Execution time in seconds of the tabular datasets from the

Madrid-GTFS-Bench with scale values 1, 10, 100 and 1000. The baseline Morph-RDB approach (red columns) is compared with the combingﬁon
of Morph-CSV (dark green) and Morph-CS\(light green) together with Morph-RDB. 33

34
by the baseline approach, while in the case of the CSV reports a timeout (e.g., Q1 in GTFS-1000); it is 35
database generated by Morph-CSV and Morph-CSV  because the extremely high number of obtained results 36
the query can be answered in reasonable time. In gen- cannot be handle by Morph-RDB. 37

: 38
eral, due the complexity of GTFS model, we can ob- Evaluation Time with Ontop The experimental 3

serye that for small datasets (GTFS-1), the cost of ap- evaluation of the query execution in Ontop as the back- 4
plying the proposed steps of Morph-CSVimpacts total o4 ogpA engine is shown in Figure 14. This engine 41
execution time. However, when the size of the dataset jg more strict with datatypes in the RDB in comparison 4
increases, the baseline approach is impacted due to they;i, Morph-RDB, and it is why Q2, Q5, Q7 and Q9 43
fact that it has to load all of the input data sources in produce a failure in the execution over the databasesas
the RDB before executing the query, low performance generated by the baseline approach. All these queriesas
is reported for GTFS-100 and GTFS-1000, including have a FILTER clause on a speci ¢ datatype (e.g., date, 46
timeout in some queries of the latter. Thanks to the ap- integer, etc) and Ontop proceeds to check the domain 47
plication of the constraints and to the source selection constraints before executing the queries. Morph-CSV 48
step, for Morph-CSV together with Morph-RDB, the  solves this problem by exploiting the annotations from 49
return of the results of the queries has a high perfor- the metadata and de nes the correct datatypes of eachso
mance most of the time. In the cases where Morph- column before evaluating the query. For the queries 51
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(a) Total query execution time for GTFS-1 with Ontop. (b) Total query execution time for GTFS-10 with Ontop.
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(c) Total query execution time for GTFS-100 with Ontop.(d) Total query execution time for GTFS-1000 with Ontop.

w
o

31
Fig. 14. Query execution Time of Tabular Datasets in GTFS with Ontop.Execution time in seconds of the tabular datasets from the

Madrid-GTFS-Bench with scale values 1, 10, 100 and 1000. The baseline Ontop approach (red columns) is compared with the combination of
Morph-CSV (dark green) and Morph-CS\light green) together with Ontop. 33

34
that can be answered by both approaches (Q1, Q3, Q4,o0n testing the performance and scalability issues of 3°
Q13, Q14, Q17), the absence of integrity constraints virtual OBDA and OBDI engines. The input dataset 36
has a negative impact in Ontop, resulting in lower ex- is also well formed and normalized. The complete- 7
ecution time over the databases generated by Morph- ness results of the evaluation are shown in Table 5, 8
CSV. However, similar to the evaluation over Morph-  where as we describe before, Morph-RDB has a mech- 39
RDB, the complexity of the GTFS data model with @  anism to infer the datatypes of the database using the*°
larque quantity of domain and integrity constraints to  r:dataType annotation from R2RML, which allows
be applied over the whole dataset, makes that the be- i engine to answer the queries of this benchmark

havior observed over Morph-CSMs being impacted,  ithout the need of applying datatype constraints over
hence, obtaining worse results that Morph-CSV con-

guration and the baseline in most of the cases. Fi-
nally, in the case where Ontop is not able to evaluate
the query under the de ned threshold, we report it as a
timeout.

44
the RDB instance. However, Ontop does not include ¢

such a mechanism and it needs the declaration of the 44
correct datatypes over the RDB instance, which has a4
negative impact in the execution of many queries of the 45
benchmark, that cannot be answered using the baselineyg
Query completeness.In the same manner as BSBM  database but they retrieve the correct results including so
benchmark, the focus of the GTFS-Madrid-Bench is Morph-CSV (or Morph-CSV) in the pipeline. 51
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Fig. 15.Query execution Time of Tabular Datasets in Bio2RDF

with Morph-RDB. Execution time in seconds of the tabular datasets
from Bio2RDF of Morph-CSV and Morph-CSV using Mor-
ph-RDB as back-end engine. The baseline is not reported as the load-
ing over the RDB instance reports an error.

Fig. 16.Query execution Time of Tabular Datasets in Bio2RDF

with Ontop. Execution time in seconds of the tabular datasets from
Bio2RDF of Morph-CSV and Morph-CSV using Ontop as back-
-end engine. The baseline is not reported as the loading over the
RDB instance reports an error.

5.3. Use Case: The Bio2RDF project

Bio2RDF is one of the most popular projects that

improvement of the query evaluation time, this real 1
use case contains multiple heterogeneity challenges:2
that, for example, enforce the application of ad-hoc 3
transformation functions (i.e., mappings in the form 4
of RML+FnO). Thus, with this use case we want to 5
demonstrate the bene ts of exploiting declarative an- 6
notations (metadata and mappings) over the raw data in7
order to improve query completeness and the need of 8
incorporating the proposed steps for executing queries 9
over real world data sources. 10
Dataset, annotations, and queriesTabular datasets 11
in CSV or Excel formats cover over 35% of the to- 12
tal datasets in the Bio2RDF project [34]. In order to 13
test the capabilities of Morph-CSV, we select a sub- 14
set of the tabular datasets guaranteeing that they coverts
all of the identi ed challenges. Additionally, as far as 16
we are aware, there is no standard benchmark over thel?
Bio2RDF project; we also propose a set of SPARQL 18
queries in order to exploit the selected data. Their main 1°

features are shown in Appendix B). 20
21
5.3.1. Bio2RDF Results 0

The results obtained for query evaluation in Bio2RDF ,4
are shown in Figure 15 with Morph-RDB as back-end ,
engine and in Figure 16 with Ontop. The detailed re- ,5
sults obtained by Morph-CSV and Morph-CS\are 26
shown in Table 10 and the completeness in Table 6. ,;
Analyzing the obtained results, we can observe that ,g
there are no results for the baseline approach, this o9
means it was not possible to create an RDB schemag,
and load the input data manually. The main reasons z;
are the heterogeneity problems of a real use cases,
that do not exist in the previous evaluations. GTFS 33
and BSBM have well formed and standard source 34
data models. Problems such as the absence of columnss
names, multiple formats of same datatype in different 35
les (humbers, dates) and the use of delimiters inside 37
the column data, make it impossible to generate the 33
baseline approach without a manual and ad-hoc pre- 39
processing step. However, exploiting declarative an- 40
notations, Morph-CSV is able to apply the proposed 41
work ow to this dataset, and successfully answer the 42

integrates and publishes biomedical datasets as Linked proposed queries with both back-end OBDA engines. 43

Data [16]. Its community has actively contributed to

the generation of those datasets using ad-hoc program-

ming scripts, such as PHP. In our previous work [34]
we proposed an alternative way of generating the
datasets using a set of declarative mapping rules to im-
prove the maintainability, readability and understand-
ing of the procedure. In comparison with the other
benchmarks where the focus of the evaluation was the

Similar to the previous benchmarks, loading the com- 44
plete dataset for answering the input query (Morph- 45
CSV con guration) has an negative impact on the 46
total execution time. We can observe that for the pro- 47
posed queries, most of the total evaluation time of each 48
query is spent in the loading process, as the total ex- 49
ecution time in Morph-CSV is pretty similar for all 50
the queries. Contrary, query execution is bene ted by 51
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this previous step obtaining the results in reasonable
time for all of the queries.

6. Discussion of Experimental Results

We have run an experimental evaluation to analyze
what are the effects on the use of declarative annota-
tions to extract and apply constraints to enhance vir-
tual OBDA approaches. We have tested our approach
over three different cases: (i) a well known benchmark
(BSBM) from the e-commerce domain; (i) a bench-
mark focused on a virtual OBDA approach for the
transport domain; and (iii) a real use case from the bio-
logical domain. We describe the main conclusions and
ndings based on the results obtained:

— Query complexity: Clear bene ts are obtained
from being able to analyze and take advantage of
the information provided by the input query, be-
fore translating and running it. It allows to only

incorporates a set of important bene ts for the 1
process such as the improvement of its maintain- 2
ability, readability, and understandability. 3

— Querying raw data in OBDA: Most of the data 4
shared on the web is currently raw data in well s
known formats such as CSV, JSON, and XML. 6
Semantic Web and more specically, OBDA 7
technologies, play a key role in starting to see the s
web as an integrated database that can be querieds
With this approach, we demonstrate that query- 10
ing tabular data is: i) neither a trivial nor an easy 11
task that can be delegated to naive querying ap- 12
proaches and ii) optimizations and improvements 13
can still be proposed taking advantage and ex- 14
ploiting current annotation proposals to not only 15
enhance performance but also completeness. 16
17

18

7. Related Work 19
20

In this section, we rst refer to previous works in 21

select sources and constraints that are going to be gata integration systems that precede the OBDA ap- 22

useful for answering the query, avoiding carrying
out additional and unnecessary functions over the
raw data. Together with the mapping rules, the
queries are essential to make relevant decisions
during the on-the- y physical design of the RDB
instance (e.g., integrity constraints). Approaches
such as the Morph-CSV con guration can be
valuable when the freshness of the results is not a
main requirement, for example to perform a ma-
terialization process, which will ensure high qual-
ity RDF les where the domain constraints have
been applied.

— Data size:The total query evaluation time is be-
ing impact from how the engine manages the
input dataset and the application of constraints.
The delegation of these operations to the RDBMS
system after loading the full dataset may not be
ef cient enough. Morph-CSV pushes down the
source selection and the application of domain
constraints over the raw data. Although it incor-
porates a set of additional steps in comparison
with the baseline, the bene ts in the query exe-
cution time by the SPARQL-to-SQL engine are
already demonstrated, enhancing the total execu-
tion time of the queries in most of the cases.

— Declarative annotations: The use of declara-
tive and standard mapping rules and metadata
makes it possible the generalization of the pro-
posal, avoiding ad-hoc and manual steps. It also

proach. Then, we refer to the general techniques used23
in systems that handle raw data. Next, we describe cur- 24
rent Ontology Based Data Integration (OBDI) systems 25
that handle tabular data. Finally, we describe existing 26
tabular annotation languages and the use of transfor-27
mation functions in mappings. 28

The most relevant concept that predates the OBDA 29
data integration approach is that of mediator [40], de- 30
ned in the early 90's by Wiederhold. In the proposed 31
architecture for information systems, mediators form 32
a middle layer that makes user applications indepen- 33
dent of the data resources. The idea is to transform het-34
erogeneous data sources into a common data model3s
which can then be processed and integrated. Classi-36
cal examples of systems that implemented the original 37
mediator architecture were TSIMMIS [41], Informa- 38
tion Manifold [42], and GARLIC [43]. The problem of 39
inconsistent formats is not new, and in general medi- 40
ators may convert attributes of several sources into a 41
common format. The TSIMMIS [41] architecture in- 42
cludes a Constraints Manager component which han- 43
dles integrity constraints across different sources. It 44
supports the de nition of the interfaces that a source 45
supports for the constraint (e.g., a trigger), the speci - 46
cation of the desired constraint, and the speci cation of 47
the strategy for enforcing the constraint or for detect- 4s
ing violations. Information Manifold [42] is an inte- 49
gration system for heterogeneous sources on the Web.s0
It uses source content and capabilities descriptions in 51
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order to prune the space of sources that are accessed tavhere “raw” data is queried, the data is adaptively 1
answer a query. Garlic [43] is a system that provides an loaded and stored, and then the query is executed using
integrated view over legacy data sources. Each source an assortment of strategies. Although these systemss
or repository has its own data model, schema, pro- evaluate queries on raw tabular data and may exploit 4
gramming interface, and query capability. Each Gar- information encoded in the query, they do not make 5
lic object has an interface and may have several im- use of annotations or any sort of description of the data 6
plementations, corresponding to different data sources. as Morph-CSV does. 7
The system uses these implementations to optimize  Current OBDI open source systems that take tabu- 8
and execute a query. Both these systems neither handlelar data as input are Ontario [11] and Squerall [12]. o
domain constraints nor constraints across sources. Ontario is a federated query processing approach for 10

The work presented in [44] provides a toolkit for heterogeneous data sources. In its source selectiont1
the generation of wrappers for web-accessible hetero- step, Ontario uses source descriptions named RDF12
geneous sources (may be represented as HTML ta- Molecule Templates [50] which keep information on 13
bles) through the description of their capabilities. It the sources. The system handles tabular data amongt4
provides an speci cation language to de ne the ca- other formats, and implements a virtualization ap- 15
pability for each source, and generates a wrapper ac- proach of query answering techniques for ef cient ex- 16
cording to this speci cation. It also provides a graphi- €cution. Similarly, Squerall is also an OBDI system 17
cal interface for specifying domains of input attributes  that takes as its inputs data and mappings and uses as
and built-in operators to manipulate the data that is ex- middleware to aggregate the intermediate results in a 19
tracted. Similarly to this work, the Morph-CSV frame-  distributed manner. Although the aforementioned sys- 20
work takes into account the speci cation of domain tems evaluate queries against raw tabular data, they do21
constraints and transformation functions, but using es- Not exploit the constraints declared in annotations or 22
tablished standards for tabular annotations and map- mapping rules. 23
ping function de nitions. CSV on the Web (CSVWY¥ is a W3C proposal 24

Throughout the years these ideas have evolved from for the de nition of metadata on CSV les such as 25
the use of description logics [45] to the use of on- datatypes, valid values, data transformations, and pri- 26
tologies as a common model for data access [5], what mary and foreign key constraints. A related W3C pro- 27
is called Ontology-Based Data Access. Most of the Posat’ de nes a procedure and rules for the genera- 28
works proposed under this framework are focused on tion of RDF from tabular data and a few implementa- 29
providing access to relational databases [5, 6, 35] and tions that refer to this proposal are already available. 30
optimizations on the SPARQL-to-SQL translation pro- The CSV2RDF tool is presented in [51], the authors 3!
cess. In this context, the term constraint has been usedde ne algorithms to transform CSV data into RDF 32
in [46], where the authors de ned two new properties using CSVW metadata annotations, and their experi- 33
extending the concept of OBDA instance. They pro- mental study uses datasets from the CSVW Implemen- 34
pose a set of optimizations during SPARQL-to-SQL tation Report?8. Another tool, COW: Converter for 35
translation with techniques that take into account these €SV on the Web allows the conversion of datasets =6
constraints. However, the main assumptions made over i CSV format and uses a JSON schema expressed®’
the OBDA framework (e.g, the data source is an RDB N an extended version of the.CS'\/W standard. Both 38
o has an RDB wrapper, or the schema contains a set &€ focused on RDF 'm.aterlallzatlon. .To'the begt of 39
of constraints) are maintained. There are other works OUr knowledge, no existing tool exploits information 40
such as [26, 47] that apply the OBDA framework over I CSVW annotations for querying tabular data in an 4!
document-based databases, i.e., MongoDB. Morph- OBDA context. 2

CSV follows an OBDA approach including the ex- Another area related to our work is the de nition 43
ploitation of additional information from mappings, and application of data transformation functions. An 44

tabular metadata and queries for tabular datasets. approach independent of a specic implementation “°

. . . N
Related to our work are those approaches that allow context is described in [52]. It enables the descrip
querying directly information stored in at les [48],
Drill 2, NoDB [49]. These systems provide a layer  Zhttps://www.w3.org/TR/tabular-data-primer/

2Thttps:/iwww.w3.0rg/TR/csv2rdf/
28https://w3c.github.io/csvwitests/reports/index.html 50
2Shttps://drill.apache.org/ 2%https:/icsvw-converter.readthedocs.io/en/latest/ 51
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tion, publication and exploration of functions and in-
stantiation of associated implementations. The pro-
posed model is the Function Ontology and the publi-
cation method follows the Linked Data principles Pre-
vious works related to this topic focus on develop-
ing ad-hoc and programmed functions. For example,
R2RML-F [20] allows using functions in the value of
the rr:objectMap property, so as to modify the
value of the table columns from a relational database.
KR2RML [53], used in Karma, extends R2ZRML by
adding transformation functions in order to deal with
nested values. OpenRe ne enables such transforma-
tions with the usage of GREL functions, which can be
used in its RDF extension. Morph-CSV uses the exten-
sion of RML together with the Function Ontology [7]
that allows to incorporate ad-hoc transformation func-
tions over the data sources in a declarative manner.

8. Conclusions and Future Work

In this paper, we have presented an extension of the
common OBDA speci cation to address the problem
of query translation over tabular data. We describe and
evaluate Morph-CSV, a framework that exploits the in-
formation of mapping rules and metadata OBDA an-
notations to extract and apply a set of relevant con-
straints. It pushes down the application of these ele-
ments directly over the raw data in order to improve
query evaluation and query completeness. One of the
main contributions of this proposal is that it can be
used together with any OBDA framework. From the

tionally, one of the possible future work lines is the 1
comparison of the proposed approached, that exploits 2
semantic web technologies and annotations, against3
non-semantic web solutions that provide support to 4
deal with the identi ed challenges for querying tabu- 5
lar data (e.g., Apache Dirill, Presto, Spark, etc.). The 6
results obtained can also be useful to machine learn-7
ing approaches that identify when the application of 8
the integrity constraints is needed or not, as we ob- 9
serve that there are special cases where it can have &°
negative impact. We will also study the challenges for 11
querying other data formats (e.g., XML, JSON) in an *?
OBDA context and extend our approach to incorporate 3
them. We also want to remark the importance of hav- 4
ing standard and shared methods and vocabularies to*®
publish metadata of raw data on the web, available for
tabular data but not for tree data formats such as XML *’
and JSON. Finally, we will adapt this proposal for a 18
materialization process and study its effects compar- 19
ing it with previous proposals. We also want to study 20
how the materialization process can be improved when 2
historical versions of the same RDF-based knowledge Z
graph are needed, for example, analyzing which in-

put sources have been changed or not, to decide Which25
parts of that knowledge graph have to be generated o6

again. ,r
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